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Abstract

Studies focused on models and their associated parameters are of crucial importance to
engineers since models are the essential tools for structural analysis and design. Particu-
larly, diversity of the available models has introduced difficulties on the choice of a unique
model to define a desired phenomenon. Consequently, model selection techniques have
been developed to address the issue. Though, they mainly rely on a benchmark model
as the reference to check the other models. The benchmark is usually chosen to be the
experimental measurement or the most complex model where no experimental data is
accessible. In the present thesis, I propose a model selection technique which evaluates
models quantitatively based on a systematic comparison considering their uncertainty and
sensitivity properties. The core assumption is that any model in a group of models to be
assessed has the potential to be the best abstraction of the studied phenomenon regardless
of its nature (experimental or numerical) or complexity status. The proposed method-
ology was applied to a series of mathematical and engineering problems including the
data collected in the so-called experience-based database on reinforced concrete walls.
The straightforward mathematical problems were used as benchmarks whereas the en-
gineering problems were supposed to challenge the capacity of the method in practical
situations. In all the studied cases, the assessment results agreed well with the qualitative
evaluation of the models.

The proposed model selection technique was founded on the ground of a conceptual im-
plementation of the variance-based sensitivity analysis. Therefore, the conceptual im-
plementation was exclusively investigated to shed some light on the fundamentals of the
proposed method.

Keywords: Sensitivity Analysis, Model Evaluation, Uncertainty Assessment, Validation,

Experimental Data, Reinforced Concrete Walls, Yield Displacement
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1. Introduction

As civil engineers, we owe to design and build reliable structures which operate in the
bounds of safety margins away from non-desired performances. In order to accomplish
this task, we create abstractions of the real structures under real imposed loads, i.e. mod-
els, to be able to study the consequent effects. Such abstractions are developed in the
form of mathematical (e.g. numerical) or physical (e.g. experimental) models. Obvi-
ously, the reliability of the resulting design depends strongly on the reliability of these
models. Although, as Box and Draper (1987) put it:

“Essentially, all models are wrong, but some are useful.”

In structural engineering, the reality to be modeled includes, for instance, the structural
materials, elements, connections, interactions and loading types and scenarios. It is read-
ily clear that numerous unknowns shade our knowledge of the reality. Material properties,
geometry of the elements, rigidity of the connections, interaction mechanisms and finally
the upcoming natural/unnatural loads are all subject to uncertainties due to incomprehen-
sibility or inherent randomness of the phenomena. Probabilistic approaches allow us to
take uncertainties of these kinds into account. Nevertheless, and in spite of the significant
efforts, there is still limited understanding of the real structural behavior from material
level through section and element levels to the global level.

In an attempt to overcome the lack of knowledge, researchers have performed numerous
experiments and proposed a diversity of models. Furthermore, the development of the
technology has led to the evolution of extremely elaborate experimental models along
with highly sophisticated numerical ones. On one hand, a hierarchy of numerical models
from elementary to extremely complicated have been introduced. On the other hand,
controlled laboratory tests have been performed for a wide range of problems from the
material level all the way to the structural level. Clearly, the wide variety of the models at
hand has confused the users. The choice of the appropriate model and its corresponding
key parameters for a given problem has become a challenge. Probabilistic techniques,
though, have been proposed to tackle the challenge. The major achievements in this
regard are presented in the following section.
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1. Introduction

1.1. State of the Art of the Assessment Techniques

Quality evaluation of models requires careful interpretation of uncertainties as inherent
properties of models and their corresponding parameters. Two crucial tools to deal with
parameter and model uncertainties are sensitivity analysis and model selection techniques.
A selected number of relevant studies in the literature from these two fields are reviewed
and discussed here. In this context, the need for the present study and its contribution to
the state-of-the-art knowledge can be easily justified.

1.1.1. Sensitivity Analysis

Sensitivity analysis is a powerful tool to serve model parameter studies by revealing the
importance of input parameters and how they influence the uncertainty in the output of
a model. Various methods of performing sensitivity analysis are available which gen-
erally fall into three categories, namely, 1) graphical, 2) mathematical and 3) statistical
(Christopher Frey and Patil (2002)).

Graphical methods tend to show the sensitivity visually for example in scatter plots. These
methods are not able to assess the sensitivity in a quantitative manner. Mathematical
methods, though, aim to measure the reactivity of the model output to the changes in the
input. The proposed definition readily suggests the application of the derivatives of the
output with respect to the input. The corresponding basic technique is called the brute
force method. Accordingly, the input parameter is changed by small amount, the out-
put is recalculated and the sensitivity is estimated by means of the observed difference
(Chinneck (2006)). Although, straightforward, derivative-based techniques are strongly
dependent on the point at which they are applied and therefore provide only local in-
formation about the sensitivity of the output. They are relatively slow and considerably
vulnerable to inaccuracies (Chinneck (2006)).

Statistical methods determine the variance of the output with regard to the variance of the
input. They offer quantitative solutions to global sensitivity analysis and therefore have
gained significant attention. The developed techniques in the statistical category range
from simple correlation to complicated variance decomposition analysis. The correlation
coefficient by Pearson (1901), on one hand, merely measures the linear input-output cor-
relation. The variance-based methods, on the other hand, take advantage of the analysis of
variance (ANOVA) in order to compute the sensitivity measures. In what follows, some
major variance-based techniques are presented and discussed.

Fourier Amplitude Sensitivity Test (FAST) (Cukier et al. (1973)), takes advantage of
the multiple Fourier series expansion of the output function to calculate the conditional
variances. The computation of the first order sensitivity indices relies on the choice of the

2



1.1. State of the Art of the Assessment Techniques

set of the frequencies to perform the transformation. FAST provides information regard-
ing the contribution of the parameter uncertainties to the output uncertainty. Parameters
which are then recognized as slightly important could be set equal to their nominal values
(Saltelli and Bolado (1998)). The method is, however, rather difficult to perform and
unable to address higher order sensitivity indices. Though, attempts have been made to
improve the method. Saltelli et al. (1999), for example, extended the FAST by adding
the capability to compute the total effects of the input parameters on the output. Recently,
Xu and Gertner (2008a) managed to overcome the limitation of parameter independence
as well. Combination of the FAST with the random balance design from Satterthwaite
(1959) has been proposed by Tarantola et al. (2006) to increase the efficiency and the
range of application of the original FAST.

Uncertainty importance factor was introduced by Hora and Iman (1986) and further devel-
oped by Iman andHora (1990) based on the logarithm of the output. Although, derivation
of the results for the output itself was somewhat cumbersome (Saltelli et al. (2008)).

Sobol (1993) exploited the concept of the FAST and extended it in order to calculate
the sensitivity indices via factor-based decomposition of the output variance (Mokhtari
and Christopher Frey (2005)). Sobol’s method demands high computational effort for
the calculation of the sensitivity indices because of the number of model runs it requires.
For rather complex engineering models, this prohibits applicability. Some researchers
have addressed this issue by implementing more efficient computation strategies (e.g.
Saltelli (2002)). In addition, it is unable to capture the sensitivity properties of model out-
puts which are calculated based on correlated model inputs. Keitel and Dimmig-Osburg
(2010), for instance, expressed this incapability and replaced the method by a method
appropriate for correlated parameters (Xu and Gertner (2008b)). The deficiency is, ap-
parently, a result of exchanging the columns of the sampling matrices during which the
correlations between the parameters is lost (Most (2012)). The method is checked against
other existing methods in Saltelli et al. (2010).

Methods based on meta-modeling have evolved to benefit from the considerably lower
computational costs and simplicity of treatment of meta-models (also known as response
surfaces or surrogate models). Response surfaces tend to approximate the unknown input-
output relationship with relatively simple mathematical functions. Several studies have
been dedicated to the development of procedures for sensitivity analysis based on sim-
plified response surfaces (e.g. Ratto et al. (2007), Reich et al. (2009), Storlie et al.
(2009), Ratto and Pagano (2010), Storlie et al. (2011) & Vu-Bac et al. (2014) among
others). Although, through the simplification process of creating the response surfaces
additional uncertainties might be introduced to the problem which are certainly not de-
sired.

3



1. Introduction

1.1.2. Model Selection

Model selection/averaging techniques aim at finding the best definition of a desired phe-
nomenon. On one hand, model selection methods tend to identify the best model among
a set of plausible models. On the other hand, model averaging methods try to create a
best model through a synergetic combination of the existing plausible models. In what
follows, several techniques from both categories are reviewed and discussed.

The major achievements in the field of model selection are mainly based on the principle
of parsimony as Burnham and Anderson (2002) expressed. According to this theory,
among all the plausible models defining a desired phenomenon, the one established on
the ground of the fewest assumptions should be selected. The best model is, therefore,
assumed to offer a balanced combination of simplicity and accuracy. Nevertheless, the
search for the best model relying only on the capability to fit the known data (to fulfill the
accuracy criterion) and the comparison of the parameter spaces (to meet the simplicity
limit) does not guarantee that a good model will be chosen (Browne (2000)).

According to Sewell (2008), the model selection techniques can be divided into two
major categories of empirical (e.g. Adjusted R2: Wherry (1931), Cross-validation: Stone
(1974) and Geisser (1975) & Shibata’s model selector: Shibata (1981) among others) and
theoretical (e.g. AIC: Akaike (1973), Mallow’s Cp: Mallows (1973), FIC: Wei (1992),
KIC: Cavanaugh (1999) & Schwarz criterion: Schwarz (1978) among others). Majority
of the techniques address specifically regression problems. The adjusted R2 (Wherry
(1931)), for instance, is the modified version of the simple coefficient of determination
(R2) to penalize larger models (R2 increases with the model size). Mallows (1973) also
evaluates the fit of a regression model by means of the Cp as the criterion. Cp depends on
the number of the parameters and samples, the residual sum of squares and the variance.
The method worked quite well though it could not address a wide range of problems
(deLeeuw (1992)).

In the very same year, Akaike (1973) introduced the Akaike information criterion (AIC)
which could be presented in the frame of Bayesian statistics. The criterion is relative to
the likelihood which made the method desirable to statisticians and easily applicable to
the results of existing statistical programs (deLeeuw (1992)). As Mallow’s Cp the criterion
penalizes the large models by considering the number of parameters. However, in contrast
to Mallows’ criterion, AIC is not limited to the curve-fitting problems (Kieseppa (1997)).
AIC attempts to find the model with better prediction capabilities but it cannot avoid the
pitfall of overfitting (Dziak et al. (2012)). Modifications have been made to the penalty
term in order to improve the performance of the AIC.

In the same category of penalized-likelihood criteria, Schwarz (1978) proposed the Bayesian
information criterion (BIC). BIC searches for the parsimonious model although it might
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result in an under-fitted model. In contrast to the AIC which assumes an unknown best

model, BIC assumes that one of the models in the considered set of models is the best

model. Therefore, BIC appears more consistent than AIC because there are chances that
AIC selects an unnecessarily large model (Dziak et al. (2012)).

As discussed above the model selection techniques seem to be considering the existence
of a true set of data (mostly experimental), the underlying model of which is sought.
However, usually the available experimental data is subject to lack of precision and in-
completeness. Not to forget that it might be influenced by measurement and human errors
as well.

In contrast to the model selection, model averaging attempts to avoid over-confidence
due to the risky selection of a single model as the best model. In order to address the
uncertainty affiliated to the best model selection, statisticians suggested a combination of
plausible models could offer the best model with better predictive ability. Model averag-
ing mainly involves regression problems where choices of the functions and the parameter
combinations lead to a variety of models. Bayesian approach to the uncertainty evalua-
tion, for instance, has led to the Bayesian Model averaging where models are weighted
depending on how much they are supported by the data (Draper (1995), Raftery et al.
(1997), Hoeting et al. (1999) & Raftery and Zheng (2003)). In this case, model av-
eraging and model selection will result in the same best model if a single model has a
dominant posterior probability (Chib et al. (2003)). Frequentistic approaches have also
been used to compute the weights corresponding to each model. Buckland et al. (1997)
and Burnham and Anderson (2002) proposed exponential AIC weights. Also, Hjort
and Claeskens (2003) discussed model average estimators for likelihood-based models.
Likewise, Judge and Mittelhammer (2007) used an empirical likelihood method to find
the best combination of the competing models.

1.2. Problem Definition

In fact, the availability of several mathematical and physical models has puzzled the def-
inition of the structural phenomena. It is not clear which model is the appropriate choice
for a given problem. We have to select a model among a list of plausible models based on
the efficiency and the reliability as the main properties of a sensible model. The challenge,
here, is to evaluate the reliability as the probability that the model does not fail in realizing
the corresponding phenomenon, i.e. the reality is the benchmark. Due to epistemic and
aleatoric uncertainties, however, the reality has remained obscure. Notwithstanding, it is
common practice to favor the most complex mathematical models along with the physical
models as the best representatives. Model selection techniques have been proposed based
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Figure 1.1. Uncertainty vs complexity (Gaber et al. (2009)).

on the assumption that such models are the references for the quality evaluation of other
models. Contradictorily, it is well understood that complex models with numerous input
parameters usually suffer from parameter uncertainties (as shown in Figure 1.1), limited
range of application and high computational expenses. In addition, experimental data is
usually subject to lack of precision and incompleteness and can be influenced by mea-
surement and human errors. Sometimes, as in the cases of design of experiments, there is
even no access to the experimental data during the modeling phase.

As a result, model selection techniques which count solely on biased references like com-
plex numerical models or experimental data have limited application scope and might
lead to erroneous quality assessments if the references are chosen improperly.

1.3. Contribution of the Thesis

In this study, I propose a model selection technique which ranks the models in the studied
group of models based on a systematic comparison considering their uncertainty and sen-
sitivity properties. The method does not rely on predetermined benchmark models since it
basically assumes equal probabilities for each model in a set of plausible models to be the
best model. In other words, the models are not prejudged according to their experimental
or numerical nature or their complexity status. A particular result of this assumption is
that the experimental data can be regarded as a physical model along with the numerical
ones. Another consequence is that a number of scenarios can be considered in each of
which one model is assumed to be the best model. Obviously, the number of such scenar-
ios equals the number of models in the design space. In each scenario, the performance
of every studied model in predicting the temporarily selected best model is measured in
terms of the probability of failure in prediction. The final ranking is done through the
quantitative assessment of the ability of the models in representing the group of models.
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The model which is best in predicting and being predicted by all the models in the design
space is assumed to be the best representative model among them.

As mentioned above, the proposed method is independent from any specific benchmark
model which implies that it is applicable to the cases where no experimental data or
unknown/improper numerical reference models are available. In cases where the experi-
mental data is included in the systematic comparison, the model selection results include
the validation against the experimental data as well. In the current thesis, the proposed
method was mainly targeted at the assessment of the experimental and numerical data
collected in the experience-based database on reinforced concrete walls.

It should be noted that the proposed model selection technique operates on the uncertainty
and sensitivity properties of the models to be assessed. It was, in fact, founded on the basis
of the variance-based sensitivity analysis concept by Sobol (1993). Since the conceptual
implementation formed the foundation for the proposed model selection technique, it was
exclusively investigated using different analytical and numerical benchmark problems.

1.4. Structure of the Thesis

The thesis is divided into six chapters including the introduction and the conclusions and
one appendix. Chapter 1 starts with a broad view on the subject of model assessment. The
topic is then narrowed down to the sensitivity analysis and model selection as the main
focuses of the present study. With a review on the state of the art of the aforementioned
fields, the reader is guided to the research gaps where the target problems are defined.
A brief review of the key features of the proposed methodology to tackle the problem
and the application cases followed by the justification of the study’s significance finalize
Chapter 1.

Chapter 2 aims at providing the reader with information regarding reinforced concrete
structural walls as the engineering application case for the proposed methodology. The
need for extensive probabilistic studies on reinforced concrete walls is made clear through
a literature survey on numerical and experimental references. At the end of the chapter, a
specific response parameter is selected for further studies. Chapter 3 introduces the cre-
ated experience-based database during the course of the study. The first part of the chapter
refers to the experimental part of the database whereas the second part concentrates on
the numerical one. In the experimental section, general properties of the collected speci-
mens are provided. In addition, information recorded from the specimens and the primary
statistical analysis on the resulting data are presented. In the numerical section, the funda-
mentals of the used numerical models are discussed and the detailed modeling procedures
are explained.
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Chapter 4 and Chapter 5 tackle the defined problem in Chapter 1. Chapter 4 targets
the sensitivity analysis. It begins with the definition of three studied implementations
including the proposed conceptual implementation. The efficiency and accuracy of the
conceptual implementation is then checked against the competing implementations in
several analytical and numerical benchmark problems. Chapter 5 introduces the proposed
model selection technique through a comprehensive description of the methodology. The
technique is applied to mathematical benchmark problems in order to investigate its per-
formance. After the methodology is justified through the benchmarks it is employed to
analyze the data coming from the database as the final engineering application.

The thesis is finalized with conclusions in Chapter 6. Detailed information regarding the
database are provided additionally in Appendix A.
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2. Reinforced Concrete Structural Walls

Reinforced concrete (RC) structural walls have gained considerable attention since 1920’s
in construction and rehabilitation of new and existing buildings in regions with medium
to high seismic hazard. They provide structures with lateral stiffness, strength and ductil-
ity if properly designed. Moreover, they have shown reasonable performance during the
past earthquakes. Wood et al. (1987), for instance, reported that the structural walls per-
formed excellently during the 1985 Chile earthquake. Wyllie (1989) mentioned that the
buildings with structural walls performed much better than other structural systems in the
1988 Armenia earthquake. In addition, no building with RC walls as the lateral resisting
system collapsed during the 1994 Northridge, 1995 Kobe and 1999 Kocaeli earthquakes.
Birely (2012) provides a valuable review over the performance of RC walls in some major
earthquakes since 1957.

RC walls are used in a wide range of structures from simple residential to sophisticated
infrastructures (e.g. Gallitre et al. (2007), Gulec et al. (2009)). In the most com-
mon building configuration, they are combined with gravity resisting system (usually RC
moment frame) to form an integrated lateral/vertical load-carrying system. In such frame-
wall structures the most lateral resistance is supplied by the walls. Their modeling and
design, therefore, becomes a critical issue, since the structural performance under seis-
mic actions relies mainly on their performance. Thus, it is logical to focus studies on
the lateral response of RC walls. Although, as learned from the past earthquakes, the wall
performance can be significantly affected by the interactions with other substructures (e.g.
Marzban (2010), Bao and Kunnath (2010), Barbosa (2011) and Tang and Zhang (2011)).
Figure 2.1, for instance, schematically depicts the interaction of RC walls with the mo-
ment frame as well as the soil-foundation. In this study, since the wall is investigated as a
standalone element, all interactions with other structural elements are not considered.

In the following section, general features of the RC walls and their lateral response are
described. Next, a brief review on the relevant studies on RC walls is provided. The
chapter ends with a discussion on the selected response parameter for further studies.
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Damage is concentrated in the wall. 

System undergoes small displacements.

Damage is extended to the frame. 

System undergoes large displacements.

a) Fixed-base structure b) Flexible-base structure

Figure 2.1. Structural response of RC walls in interaction with other substructures (mod-
ified from ATC40 (1996)).

2.1. Characteristics

The general form of the RC walls is dictated by the structural configuration along with the
architectural plans. They are usually either single, coupled or perforated by openings (see
Figure 2.2). RC walls have basically rectangular cross sections which are oriented so that
the major bending occurs about the strong axis of the section. In cases where the walls
interconnect with adjacent columns or perpendicular walls barbell, flanged, L-shaped and
C-shaped sections are introduced (see Figure 2.3). Boundary elements add to the stiffness
and strength of the wall if properly reinforced and particularly confined.

The response of RC walls to lateral loads can be described as a combination of shear
and flexural deformations as seen in Figure 2.4. The contribution of each deformation
type to the total response of the wall depends strongly on the geometrical, material, rein-
forcement layout and loading properties. In the technical literature, these properties are
usually described in terms of the aspect ratio, boundary element contribution, vertical and
horizontal reinforcement ratios, concrete’s and steel’s strength and the loading conditions.
In particular, the aspect ratio defined commonly as the wall height divided by its length
has a major effect on the wall behavior. This parameter determines whether the wall re-
sponds in shear, flexure or a combination of both. According to FEMA356 (2000), walls
with aspect ratios less than 1.5 and greater than 3.0 are considered as squat and slender
walls respectively. Walls with aspect ratios between 1.5 and 3 are defined as transition
walls where both shear and flexural deformations contribute to the total response. Other
categorizations may differ slightly in the definition of the ranges. Gulec andWhittaker
(2009), for instance, set the limit for squat walls at the aspect ratio of 2.0. In this study,
the recommended criteria from FEMA356 were used to classify the walls.
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Squat wall Slender wall Strongly coupled
perforated wall

Strong pier/weak
spandrel coupled wall

Weak pier/strong
spandrel perforated wall

Weakly coupled
perforated wall

Figure 2.2. Typical wall forms (EAG (2013)).

As seen in Figure 2.5 and depending on the dominant deformation mechanism in the
wall, the hysteretic behavior can change dramatically from perfectly ductile with quite
wide loops to brittle with pinched loops (examples can be found, for instance, in Koloz-
vari et al. (2015)). The former behavior depicts the flexural response of walls with
proper confinement whereas the latter is a well-known response in shear. Obviously and
as for other structural members, flexural behavior is desired for RC walls due to its ductile
nature.

a) b) c) d) e)

Figure 2.3. Typical wall sections: a) rectangular, b) barbell, c) flanged, d) L-shaped and
e) C-shaped.
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2. Reinforced Concrete Structural Walls

Figure 2.4. Deformation components of the RC wall response (Salonikios (2004)).

The wall response could be additionally affected through its interaction with the soil-
foundation substructure. The phenomenon is known as rocking and results in a favorable
amount of energy dissipation without imposing sever damage to the wall. In fact, it is
thought that rocking might have been the reason for some remarkable performances of
poorly designed/built walls in the past earthquakes (EAG (2013)). The rocking mecha-
nism is more likely to happen where quite stiff (e.g. squat) wall is supported by shallow
or flexible foundation. Other aspects of the wall behavior include but are not limited to:
neutral axis migration, concrete tension stiffening, progressive crack closure and nonlin-
ear shear behavior (Orakcal et al. (2006)).

Severe earthquakes subject RC walls to local and global damages of various types (see, for
instance, the crack patterns in Figure 2.2). The damages, normally, involve cracks in con-
crete, concrete crushing and spalling along with yielding and buckling of reinforcement.
The main cause for such damages is usually inappropriate and/or inadequate reinforce-
ment content. The damages are mainly concentrated at the wall base, the intersections
with other structural elements and particularly where the splices occur and/or the seis-
mic demand is high. The type of the damage that a RC wall undergoes can be roughly
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F
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Deformation

a) Wide loops,
no deterioration

b) Narrow loops,
stiffness degradation

c) Narrow loops,
pinching

Figure 2.5. Different types of the hysteretic behavior.
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2.1. Characteristics

determined according to its dominant behavior (namely, shear, flexural or both) and its
interaction with the adjacent fundamental elements such as foundations and diaphragms.
Additionally and depending on the reinforcement content and the material properties of
the wall, the damages can be limited to negligible cracks or extended to overall collapse.
The failure mechanism is, in fact, a function of the wall’s dominant behavior mode as
well (see Table 2.1). Flexural failure usually involves bar fracture/buckling and concrete
spalling/crushing. This failure type is quite desirable in design due to its ductile na-
ture through which the wall undergoes large deformations before collapse. Shear failure,
however, commonly comes with damages in the diagonal directions where virtual struts
develop in tension and compression. Other failures might initiate due to discontinuities in
the form of damages at the construction joints and the splices (Birely (2012)).

Table 2.1. Common failure mechanisms of RC walls according to EAG (2013).

Failure Mode Favorability Description

Flexure X X

Flexure is the ideal wall behavior.
Issues to be considered are whether
the remaining reinforcement capac-
ity is sufficient and what repair may
be required.

Shear ×

Shear is generally not the de-
sired mechanism, as vertical load-
bearing capacity may be lost at rel-
atively low strains. This is gener-
ally considered a non-ductile mech-
anism.

Crushing × ×

Crushing may occur where there is
an inadequate confinement of the
compression zone or an axial load
in excess of the calculated demand.
Excess axial load may result from
flexural actions.

Sliding X

Sliding is not generally a design
failure mode but appears to have
happened widely, particularly at
poorly formed and compacted con-
struction joints. However, it is not
inherently an unsafe mechanism.

Rocking X X

Rocking has probably saved many
walls that would have otherwise
failed if they had rigid founda-
tions. Although, inherently a sim-
ple mechanism, rocking is dynami-
cally complex.
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2. Reinforced Concrete Structural Walls

2.2. Relevant Studies

Reliable design of RC walls is achieved via the new performance-based design procedures
in which the desired performance under specific seismic hazard is sought. This requires
hazard, structural, damage and loss analysis which obviously should be based on com-
prehensive studies of RC wall behavior. A large number of studies, therefore, have been
devoted to the understanding of RC wall behavior under lateral forces. Many researchers
have delved into the problem from the experimental and numerical aspects.

2.2.1. Numerical Investigations

A transparent result of the plethora of numerical studies focused on the lateral response of
RC walls, is the emerge of diverse modeling techniques to simulate the walls. Table 2.2
includes a few of the most common models. A review on a number of these models can
be found in Galal and El-Sokkary (2008). The models can be roughly fit into two cat-
egories of macro- and micro-models with the macro-models being very popular due to
their simplicity and computational efficiency. Consequently, they have been exposed to
significant enhancements and developments. One of the early macro-models consisted of
three vertical line elements connected rigidly at certain elevations to represent the web
and the boundary elements. Kabeyasawa andMilev (1997) replaced the middle springs of
the three-vertical-line-element model with a panel to enhance the shear behavior consid-
eration. Ghobarah and Youssef (1999) modeled the wall with springs concentrated at the
base followed by linear elastic truss elements. Their model was presumed to be capable
of capturing the shear deformations and was validated against experimental data.

Hidalgo et al. (2002) developed models for shear and flexural behaviors with valida-
tions against wall and beam experiments, respectively. The models were also used in
the numerical modeling of a real building in order to evaluate their ability to predict
the observed crack distribution. Lee and Mosalam (2003) and later Lee and Mosalam

Table 2.2. Features of a selected number of RC wall models in comparison.

Model
Features

Damage Response Interaction
Local Global Flexure Shear Flexure-Axial Flexure-Shear

Finite element X X X X X X
Fiber section X X X × X ×

Beam-Column × X X × × ×

MVLEM X X X X X ×

FSIDB × X X X X X
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(2005) utilized the deterministic sensitivity approach to find out the relative significance
of a group of selected parameters with respect to the engineering demand parameters as
the outputs. On one hand, the input parameters were set to be the mass, viscous damp-
ing, structural strength and stiffness and ground motion properties. On the other hand,
the roof absolute acceleration and displacement, maximum interstory drift and peak cur-
vature at critical sections were chosen as the output parameters. The model was made
of beam elements connected to the side columns through rigid beams. The first-order-
second-moment (FOSM by Baker and Cornell (2003)) method was used to estimate the
stochastic properties of the output parameters given the uncertainty features of the input
variables. According to them, the dominant parameters were the ground motion speci-
fications and the viscous damping. Massone et al. (2004) evaluated the interaction of
the flexural and shear behaviors in transition and slender walls. Accordingly, they modi-
fied the Multiple Vertical Line Element Model (MVLEM) to allow for the simulation of
the observed interaction. A biaxial constitutive relationship was used for concrete. The
results agreed well with the experimental results. However, the models seemed to per-
form better in the case of flexure-dominant walls rather than the shear-dominant ones.
ervenka et al. (2005) modeled RC walls in an attempt to find a set of material proper-
ties leading to the best agreement between the simulated and the experimental responses.
Mo et al. (2008) implemented material and membrane element models in OpenSees.
The smeared crack model captured the deterioration process through the constitutive re-
lationship by De Borst et al. (2004) which was checked against the experimental data.
Thomson et al. (2009) proposed a simple lumped plasticity model with limited applica-
tion to shear-dominant walls. Stiffness reduction due to cracking was considered. They
validated the results against test data. Aaleti (2009) modeled walls by means of the beam-
column elements with fiber section in the OpenSees. The model by Mander et al. (1988)
was used to define the properties of the confined concrete. They took advantage of the
experimental data on shear distortion to calibrate the hysteretic material for shear.

Matsuura et al. (2012) used the comparison with the experimental data to prove the
accuracy of their proposed model. It consisted of two trusses as the boundary elements
as well as a combination of the rotational, axial and shear springs for the mid-panel. The
model which overall had three segments produced results in good agreement with the ex-
periments. Yeow et al. (2012) performed damage loss estimation on walls modeled as
lumped plasticity beams with hysteretic behavior and constant axial load. They compared
the results with those coming from the analysis on a frame structure to observe the dif-
ference in the performance in terms of the damage loss. Darani and Moghadam (2012)
conducted a study on the influence of the boundary elements on the performance of RC
walls. According to their numerical analysis, in the presence of the boundary elements the
strength capacity increases whereas the accompanying displacement decreases compared
to the case of no boundary elements.
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Magna and Kunnath (2012) compared the response of three different models, namely,
the equivalent beam-column model, the multiple-vertical-line-element-model (MVLEM)
(Orakcal et al. (2004)) and the flexure-shear interaction displacement-based beam-
column model (Orakcal et al. (2006)). The models were built in OpenSees with ex-
perimental tests on squat, transition and slender walls as benchmark to check the results.
They concluded that given a proper definition of the shear spring, the MVLEM was an ap-
propriate choice for modeling RC walls. Dashti et al. (2012) utilized MVLEM to model
experimentally tested walls. They controlled both the local and the global response with
respect to the experiment. The investigated local responses included: the migration of the
neutral axis and the behavior of the vertical and the horizontal springs. Fischinger et al.
(2012) proposed an extended version of the MVLEM. The idea was to use distributed
shear springs on the vertical elements. They modeled the shear springs as a combination
of three horizontal springs representing: the dowel effect of the vertical reinforcement,
the axial resistance of the shear reinforcement and the interlock of the aggregate particles
in the crack. The properties of the springs depended on the state of the cracks. Koloz-
vari et al. (2012) and Kolozvari et al. (2015) also extended the MVLEM by replacing
each uniaxial fiber with a panel element subjected to membrane actions which was able to
capture the interaction between shear and flexural behaviors. They compared the results
to experimental data leading to the observation that the shear-flexure interaction might
appear even in fairly slender walls. Although, their model failed at predicting shear de-
formations due to the simple elastic model chosen to relate the sliding shear strain to the
shear stress along the crack surface.

2.2.2. Experimental Investigations

Among all the studies on RC walls, experimental tests have been very popular. They pro-
vide valuable information regarding the wall behavior and can be used to validate/calibrate
numerical models and/or develop empirical equations. In experimental studies, it is far
more common to study RC walls as standalone elements. Usually, it is assumed that the
wall is isolated from the structural system that it belongs to (see Figure 2.6). In this case,
not only setting up and performing the experiment but also comprehending the results is
more feasible.

The most extensive experimental program on RC walls was conducted by the Portland
Cement Association in three phases by Oesterle et al. (1976), Oesterle et al. (1979)
and Shiu et al. (1981). Overall, sixteen isolated specimens of various cross sections,
boundary confinement, reinforcement content, concrete’s strength and loading conditions
were tested. The aim was to formulate a design procedure based on the information
gathered from the experimental and the analytical investigations regarding the strength
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Figure 2.6. Isolation of the wall element from the real structure (modified from Dazio
et al. (1999)).

and deformation capacities of RC walls. In particular, the ductility, energy dissipation and
strength capacities were studied. They found the shear stress level played an important
role on the behavior of the walls.

Bouchon et al. (2004) performed experiments on low-rise walls as one of the main struc-
tural systems in nuclear facilities in order to define the crack geometry. Su and Wong
(2007) tested three specimens of high aspect ratio (H/L = 4) with different axial loads
and transverse reinforcement. The specimens were loaded by axial and bending forces
which means no direct shear force was applied. The aim was to study the behavior of the
RC walls in common existing high-rise buildings in Hong Kong. Panagiotou (2008) val-
idated a proposed displacement-based seismic design approach against his experimental
data from a full-scale 7-story building. The experimental results were additionally used
as benchmark to check a developed strut and tie model. Aaleti (2009) performed two
experiments to acquire the necessary data for the validation of a model implemented in
OpenSees. The sections were not symmetrical in terms of the boundary elements. Dazio
et al. (2009) tested six wall specimens with rectangular sections and different reinforce-
ment content, under static cyclic loading. The results were used to develop empirical
equations for the determination of the plastic hinge length and strain limit states. Peng
andWong (2011) tested three walls under lateral load in combination with torsion. They
observed that torsion led to the occurrence of the plastic hinge at higher elevations along
the wall height. Kono et al. (2012) designed two 4

10 scale specimens with different trans-
verse reinforcement for experimental examination. They made comparisons to numerical
as well as a full-scale 4-story building shaking table test. Matsuura et al. (2012) carried
out two series of cyclic tests on u-shaped walls as the representatives of the three lower
stories of a prototype building. The first series consisted of three 1

10 scale specimens with
either constant or variable axial load in addition to different lateral load directions. The
responses were compared to the corresponding results from the fiber section and three-
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column models. The second series included twelve specimens with various cross section
areas, load patterns and reinforcement configurations. The main purpose for the second
series of the tests was to investigate the unconfined compressional characteristics of con-
crete. Hannewald and Beyer (2012) tested seven pier specimens under quasi-static cyclic
loading with the intention to study the plastic hinge properties of not-seismically-designed
existing piers. Birely (2012) tested four large-scale walls to produce fragility curves from
the resulting data. Additionally, she took advantage of the information regarding the dam-
ages to walls during the 2010 Chile earthquake as well as the photos from the damages
due to the past earthquakes. Taleb et al. (2012) examined the lower three stories of a
typical 6-story building at the 4

10 scale. The walls were designed to fail in shear. In addi-
tion to the axial load, bending moments were applied to keep the shear span ratio constant
and equal to one. The experimental results were used to study the shear strength of walls
with different opening layouts. Nagae et al. (2012) Performed shaking table tests on
two full-scale 4-story buildings with RC walls in one direction. The intensity of the in-
put ground motion was gradually increased in order to capture the damage development.
They reproduced the system with a single-degree-of-freedom to calculate the global re-
sponse which led to the conclusion that a properly characterized model could respond
reasonably well. Tran and Wallace (2012b) validated their numerical model against 5
large-scale transition walls with significant contribution of the shear deformations to the
lateral response. The cyclic loading scheme comprised of a force-controlled loading fol-
lowed by a displacement-controlled one. Using the experimental data, the influence of
the aspect ratio, average shear stress and the axial stress on the wall deformation and axial
load-bearing capacities were investigated.

The review of the experimental studies can go further on due to its broad nature. In fact,
the diversity of the available data has complicated the research on RC walls. Collecting
such data and organizing it in databases facilitates data management as well as probabilis-
tic analysis on the data. In the case of RC walls, for instance, many researchers created
databases of wall experiments in order to study different aspects of the wall behavior.
Gulec and Whittaker (2009), for instance, assembled a database including 434 squat
walls with three different cross sections based on loading type, aspect ratio, shear span ra-
tio, axial load ratio, material properties and type of failure. The goal was to find out which
factors affect the performance of the wall and to introduce new models capable of simu-
lating the wall behavior. Beyer et al. (2011) listed the results of 34 tests on RC walls.
According to them, the shear-to-flexural deformation ratio is constant and reveals the sig-
nificance of the shear deformations in the total response. The ratio increases as the wall
behavior enters the nonlinear range with less shear resistance along the open cracks. They
used the data to propose an empirical equation for the calculation of the shear-to-flexural
deformation ratio. Tuna (2012) developed a database of 124 walls with the purpose of
studying the effects of a set of selected parameters on shear and deformation capacity of
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RC walls. The data, taken from 19 different sources, included information about loading
and section type, geometry, shear span ratio, axial load ratio and reinforcement properties.
Birely (2012) collected the data from 66 slender wall specimens. The data was organized
according to geometry and reinforcement properties, loading type and shear strength. The
database was built to create fragility functions for slender walls with the shear span ratio
of greater than or equal to 2.0.

Although, databases do not necessarily limit to the laboratory experiments, cases proving
otherwise can rarely be found. Jünemann et al. (2012) and (2015), for example, created
a database of wall buildings damaged during the 2010 Chile earthquake. They collected
information regarding 34 out of 47 moderately to severely damaged wall buildings. The
focus was the common fishbone Chilean buildings with more than 9 stories. In this type
of construction the walls carry the gravity loads as well. They concluded that despite the
standard wall to floor area ratio for the new buildings, they accounted for the majority of
the damaged buildings.

As it was mentioned in Chapter 1, what might be disregarded in experimental studies is
that experiments can be as fragile as the numerical simulations. In fact, uncertainties can
affect the experimental data as well. Therefore, a proper model quality evaluation through
validation against experimental data should take the mentioned uncertainties into account.
This issue will be addressed in Chapter 5.

2.3. Response Parameter of Interest

In order to study the wall performance, it should be quantified in terms of the wall re-
sponse. Strength and deformation components, for instance, are well known as conve-
nient response parameters to be used in performance-based design. One of the charac-
teristic points in the strength-deformation relationship is where the global yield happens,
i.e. where a major loss in the stiffness occurs. Since the yield point plays an important
role during the design process based on the performance-based codes, it was chosen as
the focus of the present study. Particularly, the probabilistic aspects in the estimation of
the yield displacement for RC walls were addressed.

The yield point has become a crucial part of many simplified seismic design procedures.
This specifically includes methods involving the simplification of multi-degree of free-
dom systems to the equivalent single-degree of freedom systems. The simplification pro-
cess normally takes advantage of some linearization method (ATC40 (1996) for instance)
which indeed requires a simplified definition of the yield point. Since this point character-
izes the idealized force-deformation relationship (or the capacity curve), careful attention
should be paid to its definition.
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Many researchers have focused on yield displacement calculations. Park (1988), for in-
stance, considered the four following definitions for the yield point. According to him,
the yield point corresponds to the displacement: 1) where the first yield occurs (based
on material nonlinearity), 2) of the equivalent elasto-plastic system with the same elastic
stiffness and ultimate load as the real system, 3) of the equivalent elasto-plastic system
with the same energy absorption as the real system and 4) of the equivalent elasto-plastic
system with reduced stiffness found as the secant stiffness at 75% of the ultimate lateral
load of the real system. Such definitions later set the ground for the approaches recom-
mended by some design codes (e.g. ATC40 (1996)).

Paulay and Priestley (1992), estimated the yield curvature based on Equation (2.1). Here,
εy is the yield strain of the steel at the extreme fiber and εce is the corresponding concrete’s
elastic compression strain on the opposite edge of the wall. Obviously, this estimation is
based on the local response of the concrete and the steel which might not always be
accessible (as for some experimental data for example).

φy =
εy + εce

Lw

εy≈0.002
−−−−−−−→
εce≈0.0005

φy ≈
0.0033

Lw
(2.1)

In the same category, lies the formulation from Priestley and Kowalsky (1998). They
proposed the dimensionless Equation (2.2). The idea is to calculate the yield displacement
(∆y) in terms of the yield strain of the longitudinal reinforcement (εy), the wall length (Lw)
and the effective wall height (he). K1 is the coefficient found based on the level of axial
load and the reinforcement distribution.

∆y = (
K1εy

lw
)

h2
e

3
(2.2)

A large number of methods have been introduced to estimate the yield displacement based
on the global response. Majority of such methods, specifically those addressed in design
codes, rely on bilinearization techniques. ATC40 (1996) recommends bilinearizing the
force-deformation relationship by an elastic branch followed by an inclined post-yield
branch. The post-yield stiffness is found through minimizing the difference between the
area under the main curve and its idealization. This is to satisfy the equal energy concept
which requires that the idealized model absorbs the same amount of energy as the main
model. The intersection of the two branches is then known to be the global yield point.
In contrast to ATC40, FEMA273 (1997) suggests a secant stiffness through 60% of the
yield strength for the first branch. The rest of the procedure, though, is the same as that of
the ATC40. An application and a comparison of some of the code-recommended methods
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can be found in Ibrahim (2000). Though, the purpose was to evaluate Ibrahim’s method
to calculate the effective flexural stiffness of RC walls. He estimated the effective flexural
stiffness by means of a piece-wise flexural model. Later, Tjhin et al. (2004) proposed
Equation (2.3) for the calculation of the yield displacement. In this equation, κ∆ denotes
the yield displacement coefficient with φy being the effective yield curvature at the bottom
of the wall. hw is the height of the wall.

∆y = κ∆ φy h2
w (2.3)

Sullivan et al. (2004) related the yield displacement of RC wall to the corresponding
yield curvature considering the curvature distribution. Another comparative study has
been done by KADAş (2006). He studied the influence of different idealization tech-
niques on the seismic response of moment frames. The methods were taken from Paulay
and Priestley (1992), FEMA273 (1997) and ATC40 (1996). He concluded that all the
methods resulted in more or less the same amount of error and uncertainty in the seismic
response. The idealization technique, therefore, is of less importance compared to the
hysteretic behavior (loading-unloading model), ground motion characteristics and frame
properties. Priestley et al. (2007) defined the yield displacement in a very similar way
to Priestley and Kowalsky (1998). Using the 3/4-rule from Priestley and Park (1987),
Dazio et al. (2009) calculated the yield displacement for a series of wall specimens. The
method needs a prior knowledge of the yield force.

Fazileh (2011) idealized pushover curves of RC frame-wall systems to apply displacement-
based design approach. The bilinearization was done by drawing a horizontal line at 95%
of the maximum strength and then trying to find the elastic branch stiffness by minimiz-
ing the difference between the area under the main and the idealized curves. The resulting
yield displacement at the intersection was checked with empirical relations as well. As
an application of the relation proposed in Priestley et al. (2007), Kazaz et al. (2012)
calculated the yield displacement for several RC walls in a parametric study. The studied
parameters included: shear-span-to-wall-length ratio, wall length, axial load ratio, nor-
malized shear stress, horizontal web reinforcement and longitudinal reinforcement at the
confined boundary of the wall. As a result, they derived empirical formulations for the
calculation of the yield deformation components in terms of the influential parameters.

Hagen (2012) bilinearized the moment-curvature curves of RC walls for performance-
based analysis purposes. The idealization was done through considering a secant stiffness
to the point where either the reinforcement yields or the concrete cracks (in case of no
yield, where the strength is maximum). The second branch was then found using the
concept of equal energy absorption by the main and the idealized curves.
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2. Reinforced Concrete Structural Walls

Having reviewed all the above sources, it is clear that a lot of work has been devoted to
the calculation of the yield displacement for RC walls. However, probabilistic assessment
of the available methods still requires further studies. In order to take a step forward in
the evaluation process, five of the above-mentioned methods were selected as discussed
in Chapter 5.
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3. Experience-Based Database

As mentioned earlier in Chapter 1, the proposed model selection technique was aimed at
the assessment of the numerical and experimental data collected in an experience-based

database. The idea was to take advantage of the knowledge coming from a variety of
numerical and experimental sources to ensure an inclusive assessment of the models at
hand. This was a few steps forward from the conventional model validation since the
validation was done against a wider range of both numerical and experimental models.
Additionally, the uncertainties in experimental data were properly addressed. Further de-
tails on the proposed model selection methodology are presented in Chapter 5. Here, the
two main components forming the experience-based database, namely, the experimental
tests and the numerical simulations, are introduced.

3.1. Experimental Tests

The experimental part of the database was created from a total of 48 sources and nearly
300 specimens. There was an attempt to include sources from various authors, years
and types (i.e. papers, thesis and reports). Some of the already available databases and
statistical studies were searched for references to potential sources (Gulec andWhittaker
(2009), Tuna (2012) and Birely (2012) among others). Each source was assigned a grade
based on its quality in presenting the essential material regarding the experimental study
(see Table A.1). The key parameters in the qualification were: the quality of the graphs
and the charts and the adequacy of the information about the material properties, the
reinforcement layout and the ultimate force and displacement. From the 300 collected
specimens, 162 walls were selected for further checks based on the availability of their
force-deformation relationships and the possibility to digitize them. The list of the chosen
specimens is presented in Appendix A.

The type of walls was determined based on FEMA356 as mentioned previously in Chap-
ter 2. Accordingly, walls with aspect ratios less than 1.5 and greater than 3.0 were defined
as squat and slender, respectively. Out of 162 walls, 94 were squat whereas only 2 were
slender. A total of 66 fell in the transition category in between the squat and slender
walls. Obviously, the final study was limited to squat and transition walls due to lack
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Figure 3.1. Distribution of the database properties.

of statistical data for slender walls. Additional filtration of the data was performed ac-
cording to the numerical analysis results in the simulation part of the database. 60 wall
specimens were stricken out due to problematic numerical analysis which means the ex-
perimental database ended up with 51 squat (see Tables A.2 and A.3) and 55 transition
(see Tables A.4 and A.5) walls. Some principal properties of the database are shown
schematically in Figure 3.1. Detailed information regarding the database can be found in
Appendix A.

3.1.1. Typical Test Setup

It is common practice to test RC walls as standalone elements (see Figure 3.2 for some
examples). As Figure 3.2 shows and although different tests have different characteristics,
majority of them seem to follow a generic setup convention. A typical test setup for RC
walls attempts to have the wall fixed at one end and loaded axially/laterally at the other
end as a simple cantilever.

In the collected experimental data, the end support mostly consisted of a large concrete
block which was properly fixed to the underlying ground and, therefore, was supposed
to be rigid. The wall connected to the rigid foundation by means of overlapping rein-
forcement from both the wall and the foundation. The intention was to avoid rocking and
sliding modes of failure as they are usually not desired in RC wall testing. In addition, the
out of plane behavior was blocked through appropriate side supports. Steel and concrete
frames enclosing the wall were very common in this regard.

Most of the walls were loaded in the axial and/or lateral directions only. In the technical
literature, quite a few tests have moments applied at the top in order to simulate the pure
bending state (e.g. Hart et al. (2008)). The loads were applied by means of loading
cells/jacks at the top of the walls. In most cases (contributing to 82% of the total number of
the recorded specimens), the walls were loaded cyclically to capture the potential stiffness
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3.1. Experimental Tests

Figure 3.2. Examples of typical test setup.

and strength degradation. Some walls, accounting for 14% and 4% of the total number of
the walls, were tested under monotonic and dynamic loads, respectively.

The loads were applied in a displacement-controlled scheme which was normally de-
pendent on the characteristic properties of the walls such as their yield displacement
(e.g. Dazio et al. (2009)). Although, this implies different walls would produce non-
comparable cyclic responses, the resulting envelope curves remain less affected and,
therefore, comparable. Figure 3.3 shows an example of displacement loading history
along with the resulting hysteretic force-deformation and the corresponding envelope.

One of the main outputs of the tests was the lateral forces applied at the top (or the
corresponding shear at the base) and the corresponding lateral displacement at the top.
Other than the global response, sensors were arranged over the wall specimens in order to
record the local responses. The typical sensor arrangement follows the pattern shown in
Figure 3.4. LVDTs (linear variable differential transformers) and strain gauges were the
most commonly utilized sensors. They were primarily intended to provide information
regarding the flexure- and shear-induced deformations as well as the internal local stresses
and strains in concrete and steel.
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a) Loading history b) Cyclic force-deformation

Cyclic test
Envelope

Figure 3.3. Displacement-controlled loading history and the resulting hysteretic behavior
(Dazio et al. (2009)).

3.1.2. Typical Wall Specimen

As seen in Figure 3.1b, rectangular and barbell sections had a quite close contribution to
the database, i.e. 56% and 44%, respectively. Although, the cross sectional shape only
mattered when the boundary elements were properly confined. Generally, three main
boundary element configurations of non-confined, weakly-confined and confined could
be observed in terms of the reinforcement and regardless of the shape of the wall section.
In cases where the confining reinforcement was not particularly supplied at the ends of
the sections, no boundary elements were considered. Sections with no boundary elements
were mostly rectangular. Figure 3.5 shows the typical cross sections, among the collected
specimens, with and without the boundary elements. The confining effect of the trans-
verse reinforcement was as well considered in the numerical part of the database (see for
example Equation 3.3) and was similarly limited to the boundary elements.

a) Strain gauges b) LVDTs 

Figure 3.4. Sample instrumentation pattern of a specimen (Tran andWallace (2012a)).
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Figure 3.5. Typical cross sections of the collected specimens.

3.1.3. Recorded Input Parameters

A very important step in the database development was to determine the parameters to be
collected. This should be done considering the purpose of creating the database. There
was a need to be able to perform uncertainty analysis on the experimental data along
with the numerical simulations in a comparable way. Thus, the variable parameters in
the database and the numerical simulation had to be the same. In the ideal situation,
the minimum number of parameters providing the most information regarding the walls
would be selected. The required information included geometry, material, reinforcement
layout and loading properties of the walls. Consequently, ten parameters were selected
in which three were used to define the geometry of the wall, two included information
regarding the material properties and four specified the reinforcement layout. The last
parameter was used to record the axial loading. All the recorded parameters are presented
in Table 3.1. The geometrical variables required for the definition of these parameters are
shown in Figure 3.6. It should be noted that for most of the parameters a normalized value
was preferred in order to make comparisons easier. As seen in Table 3.1, except for con-
crete compressive strength and steel yield strength, all parameters were normalized based
on engineering judgment. Table 3.2 includes the parameter ranges for the final group of
the studied wall specimens. The same parameter ranges were used when necessary to
generate samples for numerical simulations in the simulation part of the database.

Figure 3.7 depicts the histogram of the studied parameters for the squat and transition
walls separately. The values for each parameter were normalized to fit in the [0, 1] interval
for the sake of convenience. As expected, random selection of the wall specimens has
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Table 3.1. Parameter definitions for the database records.

Parameter Definition

H/L Wall aspect ratio
Ab/A Boundary area ratio
Lb/L Boundary length ratio
ρvw = Asvw/Aw Web vertical reinforcement ratio
ρhw = Ashw/(sw tw) Web horizontal reinforcement ratio
ρvb = Asvb/Ab Boundary vertical reinforcement ratio
ρhb = Ashb/(sb tb) Boundary horizontal reinforcement ratio
f ′c Concrete compressive strength
fy Reinforcement yield strength
P/( f ′c A) Axial load ratio
Ab Boundary element area and A total area.
Asvw and Asvb Vertical reinforcement area at the web and the boundary, respectively.
Ashw and Ashb Horizontal reinforcement area at the web and the boundary, respectively.
sw and sb Horizontal reinforcement spacing at the web and the boundary, respectively.

resulted in complicated distributions of the parameter values along their corresponding
ranges. This might be reasonably explained based on Figure 3.8. The figure shows the
rough value of each parameter for each specimen. It shows that for the most part of the
specimens, the majority of the parameters were kept to the minimum values (blue tones)
while a few were raised to the average (green tones) or higher (red tones) values probably
with the intention to be studied.

3.1.4. Recorded Output Parameters

In addition to the input parameters, several output parameters were chosen to be recorded
in the database. The outputs would later be used in the uncertainty analysis of the ex-

Table 3.2. Parameter ranges in the experimental part of the database.

Parameter Squat Transition

Wall aspect ratio [0.5 − 1.5] [1.8 − 3.0]
Boundary area ratio [0.15 − 0.55] [0.11 − 0.59]
Boundary length ratio [0.09 − 0.40] [0.15 − 0.43]
Web vertical reinforcement ratio [0.0024 − 0.0156] [0.0021 − 0.0150]
Web horizontal reinforcement ratio [0.0023 − 0.0109] [0.0025 − 0.0162]
Boundary vertical reinforcement ratio [0.0085 − 0.0820] [0.0100 − 0.0925]
Boundary horizontal reinforcement ratio [0.0031 − 0.0170] [0.0028 − 0.0382]
Concrete compressive strength, [MPa] [20.3 − 47.8] [22.0 − 64.0]
Reinforcement yield strength, [MPa] [366.9 − 610.0] [216.0 − 753.0]
Axial load ratio [0.00 − 0.31] [0.00 − 0.24]
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Figure 3.6. Geometrical properties of the wall section.

perimental data and assessment of the desired numerical model. For this purpose, the
force-deformation relationships of the specimens were collected in the form of force and
deformation vectors. Commonly, the aforementioned relationship was presented as plots
in the original sources. The desired information was, therefore, attained by digitizing the
plots. Figures A.1 and A.2 depict the recorded force-deformation curves for all the squat
and transition wall specimens, respectively. The maximum shear and the corresponding
displacement recorded for each specimen were also added to the database.

3.2. Numerical Simulations

The simulation part of the database was created using two well-known macro-models
designed particularly for RC wall modeling, namely, the multiple-vertical-line-element-

model (MVLEM) and the Flexure-shear interaction displacement-based beam-column

element (FSIDB). Selection of only two models was a difficult task since numerous micro
and macro models for structural walls have been developed (see Section 2.2.1). The
choice was made based on the efficiency of the models in terms of the computational costs
as well as the adaptability for extensive parametric simulations. Micro-models, therefore,
were excluded in the first step due to their time-consuming nature. Not to mention that the
detailed information coming from the micro-models on the local response could barely
be useful since the comparable data in the experimental counterpart was very scarce.

The fiber section model could be potentially used. It is able to predict both the local and
the global damages with reasonable computational effort. The essential feature of the
fiber section model, though, is the ability to capture the interaction between the flexural
and axial behaviors. The main drawback, however, is that the fibers merely undergo
axial deformations which implies the model fails to go through shear deformations. This
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Figure 3.7. Histogram of the parameters recorded in the database.

results in unrealistic predictions of the wall response, specifically, in the case of squat
and transition walls. Moreover, some observed phenomena such as neutral axis shift
cannot be represented by the fiber section model. In order to overcome the aforementioned
shortcomings yet exploiting the fiber section model, several macro-models were proposed
based on the fiber section concept. As seen in Table 2.2, MVLEM and FSIDB provide
comparable features to the micro-models like finite element models (FEM). In addition
they are easy to implement for parametric studies. In this study, therefore, MVLEM and
FSIDB were selected to perform the simulations in the numerical part of the database. In
the following sections these models are described in detail.

It should be noted that the simulation part of the database included the analysis results
not only from the numerical recreations of the specimens in the experimental part but also
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from a group of randomly generated sample walls. In both cases, the modeling parameters
were chosen to be the same as those of the experiments (see Table 3.1) varying within the
corresponding ranges (see Table 3.2). The results, therefore, could be compared between
the two parts of the database. A set of six constant parameters were additionally required
to create the models but not necessary to vary separately. The wall length, the web thick-
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ness and the vertical and horizontal reinforcement sizes in the web and the boundary
belonged to the latter group of the constant parameters. When modeling the experimental
specimens, these parameter values were set the be the same as those specifically describ-
ing the specimen. Figures A.1 and A.2 show, in the same order, the force-deformation
curves of the squat and transition wall specimens recreated using the MVLEM and the
FSIDB. In the case of the generated wall samples, the constant parameters were set to
the average values of the experimental counterpart parameter ranges. More details on the
parameter settings are provided in Chapter 5.

3.2.1. Multiple Vertical Line Element Model (MVLEM)

The MVLEM is one of the most notable macro-models developed for RC walls. Its idea
practically originates from the fiber section concept. The wall section is divided into a
number of fibers which are then modeled as vertical line truss elements. They are con-
nected at the top and the bottom by means of rigid beams to ensure the integrity of the
system. The global behavior of the wall under axial and bending forces generates from
the local axial behavior of the mentioned truss elements. The model, as described so far is
unable to simulate the behavior of the wall under shear actions. A shear spring is, there-
fore, added to the central vertical element to allow for the shear deformations. Obviously,
in this way, no interaction between the flexural and shear behaviors is considered (see
Figure 3.9 for the decoupling mechanism). The latter seems to be inconsistent with ex-
perimental observations according to Orakcal et al. (2006). Nevertheless, the model has
proven to be an efficient tool for the modeling of RC wall elements demanding reasonable
computational time and effort while providing promising results (Orakcal et al. (2004)
and Jalali and Dashti (2010)).

A characteristic point in the MVLEM is the center of rotation where not only the shear
spring is placed but also the relative rotation of the top of the wall with respect to its

Flexure ShearDeformation

Figure 3.9. Schematic deformation decoupling of a RC wall element in MVLEM
(Orakcal et al. (2006))
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Figure 3.10. Center of rotation in MVLEM (Orakcal et al. (2006))

base occurs (see Figure 3.10). The ability to simulate the neutral axis shift is also a result
of considering the center of rotation. The point is located on the central element at the
height of ch where h is the height of the segment and c is empirically found based on
the nonlinear distribution of the curvature along h. Practically, c is set equal to 0.4 for
common applications (Vulcano and Bertero (1987) and Orakcal et al. (2004)). It is
recommended to stack more than one MVLEM segments on top of each other along H,
particularly, where significant nonlinear behavior is expected. According to Fischinger
et al. (1992), this is to avoid probable misestimating of the curvature distribution in the
regions where it is highly variable. Though, the total number of the divisions along the
height (or the length) does not considerably influence the global response of the wall.
Notwithstanding, addition of more divisions leads to a more accurate detection of the
local response (Orakcal et al. (2004) and Jalali and Dashti (2010)).

3.2.1.1. Materials

For the MVLEM, a minimum of two material models for the concrete and the steel had to
be defined. According to the variable parameters, though, there was a need to distinguish
the confined concrete from the unconfined one in order to capture the effects of the trans-
verse reinforcement. Therefore, three material models were finally used. The confinement
feature was only considered in the boundary elements where large compressional forces
might apply.

One of the most practical and well-known material models for concrete was developed
by Kent and Park (1971) and extended by Scott et al. (1982) (see Figure 3.11). The
modified Kent-Park model, as shown in Figure 3.11, is comprised of three portions in
the compression side. The stress-strain relationship in each portion is described by Equa-
tion 3.1 for compression and Equation 3.2 for tension.
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In compression:

OA: εc ≤ ε0 σc = K f ′c

2 (
εc

ε0

)
−

(
εc

ε0

)2
AB: ε0 < εc ≤ ε20 σc = K f ′c [1 − Z(εc − ε0)]

BC: εc > ε20 σc = 0.2K f ′c

where:

ε0 = 0.002K

K = 1 +
ρs fyh

f ′c

Z =
0.5

3+0.29 f ′c
145 f ′c−1000 + 0.75ρs

√
h′
sh
− 0.002K

(3.1)

In tension:

OA’: εc ≤ εn σc = Etεc

A’B’: εn < εc ≤ εu σc = σn + Etεc

B’C’: εc > εu σc = 0

where:

f ′t = 0.6228
√

f ′c

εn =
f ′t
Ec

σn = f ′t

(
1 +

Ets

Ec

)
− Etsεn

εu = f ′t

(
1

Ets
+

1
Ec

)

(3.2)
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Figure 3.11. Concrete’s stress-strain relationship (based on Kent and Park (1971))
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Here, ε0 and ε20 are, in the same order, the concrete strains at the maximum and the
residual stresses. K stands for the overstrength due to confinement which is calculated in
terms of the f ′c , the concrete’s compressive strength (in MPa), fyh, horizontal reinforce-
ment’s yield strength (in MPa) and the horizontal reinforcement ratio. For the unconfined
concrete, K is set equal to 1. Z is the strain softening slope with h′ being the width of the
concrete core and sh designating the horizontal reinforcement spacing.

The modified Kent-Park model has been implemented in OpenSees (McKenna et al.
(2000)) as concrete02 uniaxial material. In the present study, concrete02 was used to de-
fine both the unconfined and the confined concrete behaviors. Although, the current model
could capture the confinement effects, the more rigorous method from Razvi (1995) was
used to compute the properties of the confined concrete. Accordingly, the stress-strain re-
lationship of an unconfined concrete could be modified to achieve the confined properties
by considering the confinement capacity of the transverse reinforcement. It is needless
to say that the boundary horizontal reinforcement ratio (as defined in Table 3.1) was the
parameter to control the confinement effects. The aforementioned modification could be
accordingly done through Equation 3.3.

f ′cc = f ′c0 + k1 fle

where:

fle =
flexbcx + fleybcy

bcx + bcy

k1 = 6.7 ( fle)−0.17

flex(y) = k2x(y) flx(y)

k2x(y) =

√(
bcx(y)

sx(y)

) (
bcx(y)

slx(y)

) (
1

flx(y)

)
≤ 1.0

(3.3)

Here, f ′c0 and f ′cc stand for the concretes strength in the unconfined and confined states,
respectively. For the rectangular sections, the equivalent uniform confinement pressure,
fle, is calculated in terms of the equivalent uniform confinement pressures along both axis
of the section, i.e. flex and fley. In the corresponding computations, sx(y), slx(y) designate
the spacing between the laterally supported longitudinal reinforcement and the lateral ties
in x(y) direction, respectively. Finally, bcx(y) measures the center to center of the peripheral
transverse reinforcement along the x(y) direction.

For the reinforcing steel, it is very common to use the material model implemented by
Menegotto and Pinto (1973) due to its efficiency and accuracy (Filippou et al. (1983)).
The model as shown in Figure 3.12, follows the stress-strain relationship defined in Equa-
tion 3.4.
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σ∗ = bε∗ +
(1 − b)ε∗

(1 + ε∗R)
1
R

where:

ε∗ =
ε − εr

ε0 − εr

σ∗ =
σ − σr

σ0 − σr

(3.4)

(ε0, σ0) and (εr, σr) are, in the same order, the strain and stress coordinates of the points
A and B in Figure 3.12. b is the strain-hardening ratio defined as E1/E0 which was set to
the practical value of 0.02. R controls the curvature of the transition area and physically
represents the Bauschinger effect. In the case of monotonic loading R equals to an initial
value R0 which was chosen to be 18.5 according to the literature (Menegotto and Pinto
(1973)).

Last but not least, there was a need to determine the sectional force-deformation rela-
tionship under shear actions to be assigned to the shear springs. A handful of choices are
available for RC walls (e.g. Kabeyasawa et al. (1983), Fischinger et al. (1990), Orakcal
et al. (2006), Xiaolei et al. (2008) and Jalali and Dashti (2010)). Here, the major con-
cern was to represent the low capability of hysteretic energy absorption in shear. This is,
mostly, done by means of origin-oriented or pinching hysteretic materials. In this study,
the Hysteretic material model with trilinear backbone curve as seen in Figure 3.13 was
used.

The characteristic points A, B and C on the hyteretic force-deformation curve in Fig-
ure 3.13 stand, in the same order, for the cracking, yield and ultimate states of the wall
behavior in shear. The coordinates of the points and their negative counterparts were
calculated according to Kabeyasawa et al. (1983) and Park and Hofmayer (1994). The
corresponding formula are presented in Equation 3.5 (Note: the units are in kg f and cm

for the force and length, respectively).

Stress

Strain

A (ε0,σ0)

B(εr,σr)

E0

εy

E1

R0

Figure 3.12. Steel’s stress-strain relationship (based on Menegotto and Pinto (1973))
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Figure 3.13. Hysteretic model for force-deformation relationship in shear.
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In this equation G is the shear modulus of concrete, h is the height of the wall segment,
Fcr and Fy are in the same order the shear forces at the cracking and the yield states,
M/(VL) is the shear-span ratio with M being the moment at the top and V being the base
shear, σ0 is the average axial stress over the wall section, and ρt is the effective tensile
reinforcement ratio in which Ast designates the area of the longitudinal reinforcement in
the tension side of the boundary element. All the geometrical variables were previously
defined (see Figure 3.6).

It is worth to mention that an elastic compression-only material was assigned to the axial
spring on the central column. The properties of the unconfined concrete were used to
define the modulus of elasticity for this material.

3.2.1.2. Elements

As seen in Figure 3.14, the numerical model built in OpenSees consisted of truss and beam
elements together with vertical and horizontal springs. The beam elements were defined
as elasticBeamColumns with large flexural stiffness. The trusses were modeled by means
of truss elements to which fiber sections were assigned. The sectional dimensions of
the vertical elements were determined based on the corresponding tributary area. The
material properties of the concrete and steel fibers were set to be as described in the
materials section. zeroLength elements in the vertical and the horizontal translational
degrees of freedom represented the axial and shear springs on the central column. The
number of segments per wall model was decided according to the aspect ratios. The squat
walls were divided into a minimum of two segments. For the transition walls, this number
was increased to four. The axial and shear springs were placed at 0.4 of each segment’s
height.

3.2.1.3. Constraints and Restraints

Obviously, the walls were fixed at the base which implies the truss elements were pinned
whereas the central rigid columns were constrained in all the degrees of freedom. At each
segment level, all the nodes lying on the same elevation were rigidly connected through
the rigidLink. It restrained the axial and bending degrees of freedom. In addition, the
central rigid column was fixed at the joint to the beam in each segment, creating a rigid
cross as the main skeleton of the wall. The crosses joined all the elements to build an
integrated system. Axial and shear springs linked the vertical and horizontal translational
degrees of freedom on the two disconnected parts of the central column. The rotational
degree of freedom at this point was not restrained to allow for the interaction of the truss
elements with the rigid beam at each section.
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Figure 3.14. MVLEM as built in OpenSees.

3.2.1.4. Analysis

The walls were, first, axially loaded according to the axial load ratio parameter. Later,
concentrated lateral loads were imposed at the top of each cantilever wall. The loading
was applied in a displacement-controlled manner in which the displacement of the top
middle node was monitored. An adaptable analysis procedure was used to perform the
analysis in order to overcome the numerical issues on convergence and instability. In case
of such numerical problems, the adaptable procedure modified the loading steps and/or
the solution algorithm if necessary. The walls, for which the undertaken steps could not
succeed in solving the aforementioned issues, were not considered for further studies. In
case of a successful, analysis, the final force-deformation relationship corresponding to
the base shear versus the top displacement was recorded as the output.

3.2.2. Flexure-Shear Interaction Displacement-Based Beam-Column

Element (FSIDB)

The FSIDB was developed on the same basis as the MVLEM (Orakcal et al. (2006)).
The interaction between the flexural and shear behaviors, though, was additionally con-
sidered in FSIDB. The model was implemented in OpenSees by upgrading the original
fiber element with an additional strain component to represent the behavior under shear
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Figure 3.15. Biaxial response for fibers in FSIDB (Orakcal et al. (2006)).

actions. Therefore, a biaxial response based on the uniaxial material models for concrete
and steel was provided. The concept is schematically shown in Figure 3.15. The model
was formulated only in 2D and has, so far, been verified only under static monotonic load-
ing. As in the case of MVLEM, the center of rotation is defined in order to determine the
contributions of the flexural and shear components to the total displacement.

3.2.2.1. Materials

All the material properties were defined in the same way as for the MVLEM. Only, the
concrete material for the FSIDB was modified to address the behavior in membrane el-
ements. The concrete06 uniaxial material in OpenSees captures the required considera-
tions. The corresponding material model is based on Equation 3.6 from Popovics (1973)
and Belarbi and Hsu (1994) (see Figure 3.16).

In compression:

σ = f ′c
n
(
ε
ε0

)
n − 1 +

(
ε
ε0

)nk

In tension:

ε ≤ εcr σ =

(
fcr

εcr

)
ε

ε > εcr σ = fcr

(
εcr

ε

)b

(3.6)

In this equation n, k and b are the compressive shape factor, post-peak shape factor and
the exponent of the tension softening curve, respectively. According to the literature the
values of 2.0, 1.0 and 4.0 were in the same order selected for these parameters. ε0 and
εcr designate the strains at the peak compressive strength and at the tensile strength ( fcr),
respectively (see Figure 3.16).
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Figure 3.16. Stress-strain relationship for concrete06 (based on Mazzoni et al. (2006)).

3.2.2.2. Elements

The FSIDB is built upon the original displacement-based beam-column element, i.e. the
dispBeamColumn in OpenSees. The element is known as the dispBeamColumnInt and
requires specific definitions of the cross section and geometric transformation properties.
The fiber section assigned to the aforementioned element, i.e. the FiberInt, was con-
structed with strips as the unit membrane elements. Using this command the horizontal
and vertical fibers could be defined separately for each sectional strip to form the panel
element. The amount of the horizontal reinforcement in each strip in the boundary (or
the web) was found based on the boundary (or the web) horizontal reinforcement ratio as
defined in Table 3.1.

The implemented FSIDB has the possibility to model the wall section including the
boundary elements. However, since the major shear resistance in the squat and transi-
tion walls is provided by the web, FSIDB was only used to represent the web as seen in
Figure 3.17. The boundary elements were modeled in the same manner as the counter-
parts in the MVLEM (see Figure 3.17). Given that the FSIDB was developed based on
the MVLEM, the same assumptions in terms of the segmentation along the height and the
length were applied to the corresponding FSIDB models.

a) Web modeled using MVLEM b) Web modeled using FSIDB

Figure 3.17. Schematic of the wall models created with FSIDB as compared to the
MVLEM.
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3.2.2.3. Constraints

The central FSIDB was connected to the boundary elements modeled as trusses through
rigid beams in order to create an integrated system. The wall base was fixed as in the case
of the MVLEM. At each segment level, the nodes at equal elevations were restrained in
the axial and bending degrees of freedom by means of the rigidLink.

3.2.2.4. Analysis

The analysis procedure followed the exact same routine as that of the MVLEM in order
to produce comparable results.
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4. Variance-Based Sensitivity Analysis

Global sensitivity analysis is a versatile tool for model evaluation. It attempts to discover
the relation between the uncertainty in the input and the output in a general context. The
variance-based sensitivity analysis, in particular, is able to determine not only the parame-
ters’ importance, but also the significance of the interactions among them. The prominent
parameters can be found by means of the first order sensitivity indices. The correspond-
ing interactions, however, are only revealed through the computation of the total order
indices. The present study is concentrated on the first order effects and thus the total order
effects are not further discussed.

4.1. First Order Effects

The very basic idea of the variance-based sensitivity analysis is to examine how the vari-
ance of the output reacts to the variance of the input parameters. An idea is to scan the
changes in the output uncertainty as a response to fixing a parameter, the importance of
which is under question, to a predefined value. Since the parameter is actually made
constant, a source of uncertainty is effectively removed from the parameter space. Here
three possible outcomes can be expected depending on the significance of the reduction
that is observed in the output uncertainty. Considerable reduction points to an influential
parameter whereas negligible reduction means an unimportant parameter. A moderate
change in the output uncertainty implies the parameter is not crucially important, yet, it
cannot be ignored either. The above mentioned procedure should be repeated for all the
possible values of the parameter under study in order to reach a final understanding of its
importance with respect to the output uncertainty.

In order to mathematically execute the procedure, assume a model Y = f (X1, . . . , XK)
which maps the input space X to the output space Y. The model has K parameters which
directly reveal the dimensionality of the parameter space or in other words the model
size. N samples are considered to study the model. To begin with, take a look at the
mathematical basis for the variance-based sensitivity analysis which is the well-known
variance decomposition formulation given in Equation 4.1 from Sobol (1993).
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Table 4.1. Description of the terms in Equation 4.1.

Y |Xk Output calculated when Xk is fixed on a selected value

Variance term

EX∼k(Y |Xk) Average of the conditioned output over all parameters but Xk

VXk(EX∼k(Y |Xk)) Variance of the computed means over the Xk

Mean term

VX∼k(Y |Xk) Variance of the conditioned output over all parameters but Xk

EXk(VX∼k(Y |Xk)) Average of the computed variances over the Xk

V(Y) = VXk(EX∼k(Y |Xk)) + EXk(VX∼k(Y |Xk)) where: k = 1, . . . ,K (4.1)

The corresponding terms are separately described in Table 4.1. In Equation 4.1, the term
VXk(EX∼k(Y |Xk)) is known as the first order effect of Xk on Y . The significance of the
kth parameter can, then, be expressed in terms of the first order sensitivity index, S k,
following Equation 4.2 (Sobol (1993)).

S k =
VXk(EX∼k(Y |Xk))

V(Y)
where: k = 1, . . . ,K (4.2)

Theoretically, for additive models, the sum of the S k should equal to 1 which can be
regarded as a quality criterion for the sensitivity analysis. Close values of the ΣK

k=1S k to 1
indicate a successful sensitivity analysis (Saltelli et al. (1999)).

4.1.1. Implementation by Saltelli et al. (2008)

The widely used formula for the calculation of the S k was developed by Saltelli et al.
(2008) in the form of Equation 4.3.

S k =
(1/N)

∑N
j=1 Y j

AY j
Ck
− f 2

0

(1/N)
∑N

j=1(Y j
A)2 − f 2

0

where: f 2
0 =

(
(1/N)

N∑
j=1

Y j
A

)2
and k = 1, . . . ,K

(4.3)

Here, YA and YCk refer to the outputs computed using the sample matrices A and Ck,
respectively (see Figure 4.1 for the corresponding definitions). According to Equation 4.3,
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1. k=1 (k=1,...,K)

6.
 k

=
k+

1

2.1 Create a matrix
ANxK of Samples.

2.2 Create a matrix
BNxK of Samples.

3. Build matrix Ck. It is equal to matrix B
except for its kth column which is taken
from the corresponding column in matrix A.

4.1 Compute the
model output YA. 

4.2 Compute the
model output YCk

.

5. Use equation 4.3
to calculate the Sk.

Figure 4.1. Flowchart for the calculation of the S k based on Saltelli et al. (2008).

the first order sensitivity indices can be determined through the steps shown in Figure 4.1.
In the generated matrices A and B, element i j always denotes the value of parameter j

from sample i. The intention in building matrix Ck from matrix B is to have two sets
of samples, namely, A and Ck which differ in the values for all parameters but Xk. This
resembles the parameter fixing at specific values, as discussed earlier.

Throughout the whole procedure, matrix A stays unchanged which means YA is calculated
only once, accounting for N model runs. In addition and during each run of the flowchart,
the output must be calculated for matrix Ck i.e. N extra model runs per parameter. The
total model runs, then, sums up to N × (K + 1) which can be quite large in case of huge
models with numerous parameters or studies on extensive number of samples. Moreover,
the technique requires model runs on predefined sample sets which limits its application to
the problems with readily available objective functions. As a result, the method cannot be
used on experimental data and existing sample sets (e.g. generated for reliability analysis)
with no access to the objective function. Last but not least, the technique is unable to
address the problems in which the parameters are correlated (Keitel and Dimmig-Osburg
(2010)). This is, apparently, a result of exchanging the columns of the sampling matrices
during which the correlations between the parameters are lost (Most (2012)).
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Figure 4.2. Flowchart for the calculation of the S k based on the proposed implementation.

4.1.2. Conceptual Implementation

Deficiencies of the aforementioned implementation drew the attention to the basic concept
which could be easily understood and developed. The technique conceptually originates
from Sobol (1993) and Saltelli et al. (2008). The corresponding implementation uses
the basic concept directly as shown in Figure 4.2 and in Equation 4.4.

S k =
Vs(EXk(Y |X

s
k))

V(Y)
where: k = 1, . . . ,K and s = 1, . . . , S (4.4)

Here, Xs
k represents part of the parameter space corresponding to Xk which we tend to call

the subdivision s and has an equal probability of occurrence as all the other S −1 subdivi-
sions of the mentioned space. The subdivisions can be interpreted as the substitute for the
parameter fixing at specific values which is quite inefficient. They allow the parameter to
change within a predefined range rather than to set it to a constant value. At adequately
large number of subdivisions, the fixing concept can be essentially fulfilled. Although, in
order to achieve a reliable estimation of the first order effects, the samples per subdivision
should be sufficient to provide the statistical basis for the prediction of the mean value.
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Obviously, the proposed implementation overtakes the existing one from Saltelli et al.
(2008) in terms of efficiency since it merely demands N model runs. In addition, the
described approach, basically, reduces the remaining uncertainty of the estimated vari-
ance of the conditional means. In other words and when compared to the variance, the
mean is considerably less influenced by the number of samples involved. Therefore, prop-
erly sized subdivisions are more likely to provide accurate estimates of the mean values
and not necessarily the variances. Saltelli’s implementation has the potential to converge
slowly or even fail in case of highly scattered input parameters.

4.1.3. Extended Fourier Amplitude Sensitivity Test (EFAST)

The Fourier amplitude sensitivity test was proposed by Cukier et al. (1973) on the basis
of the variance decomposition concept. The Fourier decomposition is done along a search
curve over the parameter space in the form of Equation 4.5 where −∞ < t < ∞ and ωks
are the frequencies corresponding to the different parameters.

Xk(t) = Gk(sin(ωkt)) (4.5)

Gks are the transformation functions with several suggestions from different researchers.
They differ in terms of the efficiency and the coverage offered over the sample space.
Here, the well-known function from Saltelli et al. (1999) was used as presented in
Equation 4.6.

Xk(t) =
1
2

+
1
π

arcsin(sin(ωkt + ϕk)) (4.6)

Clearly, the proposed function has a phase shift of ϕk which is chosen randomly from
a uniform distribution in the [0, 2π) interval. The move along the search curve occurs
with the change of t upon which the Xks vibrate with the wk frequencies. Obviously, the
mentioned vibrations result in an oscillatory output Y . The amplitude of the oscillations
in Y in the frequency wk indicates the influence of the parameter k on the output Y . Larger
amplitudes imply more influential factors. The set of the frequencies must fulfill the
condition as stated in Equation 4.7 to ensure a space-filling search curve.

K∑
k=1

rkωk , 0 −∞ < rk < ∞ (4.7)
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Given that the wks are positive integers, the Fourier transformation of Y can be written
following Equation 4.8 according to Saltelli et al. (1999).

Y = f (t) =

+∞∑
j=−∞

A j cos( jt) + B j sin( jt)

where:

A j =
1

2π

∫ π

−π

f (t) cos( jt)dt

B j =
1

2π

∫ π

−π

f (t) sin( jt)dt

(4.8)

Finally, the first order effect of the input Xk on the output Y can be computed by means of
the Equation 4.9 in which Λ j = A2

j + B2
j and pωk are the higher harmonics of ωk.

S k =
D̂k

D̂
=

2
∑+∞

p=1 Λpωk

2
∑+∞

j=1 Λ j
(4.9)

The total cost of the analysis, here, equals to NS × K × NR. The number of samples per
search curve is defined as NS = NR(2Mωmax + 1) where NR is the number of resampling,
M is the interference factor (usually ≥ 4) and ωmax is the largest frequency among the ωks.
The resampling scheme was introduced to the FAST by Saltelli et al. (1999) to increase
the efficiency of the procedure. They recommended a minimum value of 65 for the NS .

In order to shed some light on the performance of the three discussed implementations,
they were applied to a series of analytical and numerical benchmark problems. The in-
tention was to investigate the capabilities of the three approaches in producing accurate
results with affordable computational costs.

4.2. Analytical Benchmark Problems

It should be noted that several improved sophisticated methods of variance-based sensi-
tivity analysis have already been developed. Therefore, a legitimate performance com-
parison of the above-mentioned implementations must include the enhanced cutting-edge
techniques. Very good examples of such methods are the widely used Fourier amplitude
sensitivity test (FAST) and its extension the EFAST (extended Fourier amplitude sen-
sitivity test). They use multiple Fourier series expansion of the output to compute the
conditional variances. Although, FAST and EFAST are rather complicated to implement
with several parameters to be adjusted. Nevertheless, EFAST was selected to be part of the
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performance comparison together with the two implementations of the Sobol’s method.

Three well-known mathematical functions, namely, the g-function (Sobol (1993)), the
polynomial model (Sudret (2008) and Sobol (1993)) and the Ishigami function (Ishigami
and Homma (1990)), were chosen to test the implementations. It is quite common to use
the aforementioned functions as the benchmark for sensitivity analysis problems since
they come with analytical solutions for the first and total order effects (see Sudret (2008)
for example). As a result, the performance of the questioned implementations can be
easily judged in terms of the effort required to produce the least error with respect to the
analytical solutions. Saltelli et al. (2010) formulated the error as seen in Equation 4.10.

MAE =
1
Nr

Nr∑
j=1

K∑
k=1

|S Estimated
k ( j) − S Analytical

k | (4.10)

MAE stands for the mean absolute error which intends to calculate the error of the es-
timated value with respect to the analytical one in a stochastic style, i.e. in a set of Nr

repetitions. The error is additionally summed up for all the K parameters. In the present
study MAE was used to assess the precision of the implementations. It should be noted
that MAE merely concerns the accuracy and not the efficiency. Further evaluation of the
implementations in terms of the required number of function calls had to be done in or-
der to comment on their efficiency. The highlighted term was named the total cost of the

analysis by Saltelli et al. (2010). Before jumping to the benchmark examples, some
general conditions applied to all the cases are discussed.

4.2.1. General Conditions

As mentioned above, MAE was used to control the ability of the considered implemen-
tations in predicting accurate first order sensitivity indices. The process was repeated Nr

times to accommodate to the dependability of the calculations on the specifically gener-
ated sample sets. Nr was set to 50 as in the work by Saltelli et al. (2010). In addition,
the required number of function calls was changed to capture, if at all, the convergence
towards the analytical results with relatively large sample sizes. Accordingly, 1000, 2500,
5000, 7500, 10000, 25000, 50000, 75000 and 100000 function calls were examined for
each implementation. The corresponding numbers of samples for each implementation
were chosen based on the underlying algorithms in order to achieve the mentioned num-
bers of function calls. In the case of the implementation by Saltelli et al. (2008), N

should be equal to the number of function calls divided by k + 1. For the EFAST, the
number of the samples per search curve NS was changed so that the final product of the
NS , K and NR resulted in the required number of function calls. The number of resam-
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pling NR was set to be 5 for all the problems. Although, a case study was done to check
how the choice of NR affected the results. The conceptual implementation does not rely
on function evaluations at specific points in the parameter space rather than the existing
N sample points. Obviously, therefore, the number of function calls equaled the number
of samples.

Samples were always generated randomly from uniform distributions unless otherwise
stated. Since the proposed implementation was founded on the ground of subdividing
the input space, there was a need to select, S , the number of subdivisions which was
clearly unknown. Hence, different values were assigned to S in order to study its influ-
ence on the results of the conceptual implementation. The selection of the values for S

was done under the condition that the ratio N/S was kept below 40 to ensure statisti-
cally worthy calculations of the mean value. Accordingly, the results could be interpreted
in two distinct ways concerning the prior knowledge of the S . On one hand where no
prior knowledge was available, the mean of the MAEs for different values of S could
shed light on how far away from the analytical solution could we get on average. On the
other hand the minimum calculated MAE could point to the best choice of S . The two
mentioned interpretations were selected to visualize the results. This way, the influence
of the choice of the S on the results could be easily understood. An additional study on
the best choice of S was performed in an attempt to introduce probable relevant instruc-
tions/recommendations. The corresponding results are presented later in Section 4.2.5.

4.2.2. Sobol’s g-Function

The Sobol’s g-function, a very popular analytical benchmark for sensitivity analysis (see
for example Saltelli et al. (2010)), was introduced by Sobol (2003) as seen in Equa-
tion 4.11.

g =

K∏
k=1

gk(Xk) where: gk(Xk) =
|4Xk − 2| + ak

1 + ak
(4.11)

g is a function of X1, . . . , XK as the uniformly distributed variables in the [0, 1] intervals
and a1, . . . , aK as the constants. As the Equation 4.11 suggests a larger value of ak cor-
responds to an ignorable parameter Xk whereas its smaller values point to an influential
parameter Xk. This is schematically shown in Figure 4.3. Accordingly, the constant a vec-
tors were selected such that not only a combination of slightly versus highly influential
parameters were selected but also parameter spaces of different dimensions were explored
(see Table 4.2). The scatter of the output Y with respect to all the input parameters is pre-
sented in Figures 4.4 and 4.5 for the chosen a vectors and an example set of 250 samples.
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Figure 4.3. Influence of the constant parameter ak on gk(Xk).

It is readily apparent that except for the 3-parameter problem, graphical interpretation of
the scatter plots is out of question. In such cases, therefore, statistical techniques similar
to the implementations applied here, are required in order to comment on the input-output
correlation in the context of uncertainty.

According to Sobol (2003), the analytical solution for the corresponding first order effects
is as given in Equation 4.12.

S k =
Vk

V
=

1

3(1 + ak)2

K∏
k=1

(1 + Vk) − 1
(4.12)

Figure 4.6 shows the MAEs calculated using the studied methods. The minimum and the
average errors resulted from the conceptual implementation are presented. This is done,
as mentioned in Section 4.2.1, in order to clarify the influence of the choice of S on the
MAE. In the case with three parameters, the conceptual implementation performs sig-
nificantly better than Saltelli’s implementation. Although, it converges much slower than
the EFAST. In the latter case, the error produced from the conceptual implementation is
almost four times that of the EFAST for 1000 function calls. Still, the overall performance
of the proposed implementation is very promising.

Table 4.2. Selected a vectors for the Sobol’s g-function.

K a

3 [0.0, 0.9, 99.9]
6 [0.0, 0.001, 0.005, 0.002, 0.0015, 0.01]
12 [0.0, 0.01, 0.2, 0.3, 0.0, 0.5, 1.0, 1.5, 3.0, 4.5, 9.0, 99.0]
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Figure 4.4. Scatter of the output Y with respect to the parameters for the Sobol problems
with a) a = [0.0, 0.9, 99.9] and b) a = [0.0, 0.001, 0.005, 0.002, 0.0015, 0.01].

The breakthrough performance of the conceptual implementation is observed when the
number of parameters is doubled to six. Note that, in this particular case, a was intention-
ally chosen to include values close to zero corresponding to parameters of roughly equal
importance. As seen in Figure 4.6, Saltelli’s implementation returns even larger errors
and EFAST starts to converge considerably slower. For 2500 function calls, for instance,
both Saltelli’s implementation and EFAST predict results with errors more than 4 times
larger than those of the conceptual implementation. This distance grows even larger in
the case of twelve parameters, in spite of the fact that the selected a directly pointed to the
influential parameters. It can be clearly seen that at low computational costs Saltelli’s im-
plementation and EFAST simply fail at predicting the correct sensitivity indices for larger
models. In contrast, the conceptual implementation performs rather stable regardless of
the size of the model.
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Figure 4.5. Scatter of the output Y with respect to the parameters for the Sobol problem
with a = [0.0, 0.01, 0.2, 0.3, 0.0, 0.5, 1.0, 1.5, 3.0, 4.5, 9.0, 99.0].

Additionally, based on Figure 4.6, the minimum and the average errors generated by the
conceptual implementation are quite close to each other which suggests that the choice of
the number of subdivisions does not notably affect the results. This statement holds true
as long as the subdivisions contain enough samples for statistically reliable predictions of
the mean values. As expected the minimum and the average values of the MAEs from the
conceptual implementation tend to depart more for larger models. The observed deviation
is all outcome of the larger scatter in the results coming from larger models.
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Figure 4.6. Mean absolute error (MAE) in predicting the first order effects for the three
cases of the Sobol’s g-function.

4.2.3. Polynomial Function

The polynomial function as given in Equation 4.13 has also been defined as the benchmark
model for sensitivity analysis problems (see for example Sudret (2008)).

Y =
1

2K

K∏
k=1

(3X2
k + 1) (4.13)

It provides an analytical solution in the form of Equation 4.14 for the calculation of the
first order sensitivity indices (Sobol (1993)).
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Figure 4.7. Scatter of the output Y with respect to the parameters for the polynomial prob-
lems with a) K = 3 and b) K = 6.

S k =
5

(6/5)K − 1
(4.14)

The function maps the input variables X1, . . . , XK , uniformly distributed over the [0, 1]
interval, to the output variable Y . Similar to the previous benchmark, different sizes of the
parameter space, namely K = 3, 6 and 12 were selected to perform the tests. The polyno-
mial function with large number of parameters could additionally confirm the efficiency
of the conceptual implementation in the case of large models. The double check with the
polynomial model was quite necessary, since the other considered benchmark function,
i.e. the Ishigami function, had a constant number of parameters and was rather a small
model which could not help in the efficiency control.
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Figure 4.8. Scatter of the output Y with respect to the parameters for the polynomial prob-
lem with K = 12.

Figures 4.7 and 4.8 depict the corresponding X-Y scatter plots. The parameters have
clearly identical effects on the output Y as seen in the aforementioned Figures and sup-
ported by Equation 4.14. Figure 4.9 shows the computed MAEs by means of the stud-
ied techniques. Again, for the conceptual implementation the average and the minimum
achieved errors are presented. The same observations as those made for the Sobol’s g-
function can be made here for the polynomial benchmark. The performance of the con-
ceptual implementation is quite promising in the case of three parameters and is excellent
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Figure 4.9. Mean absolute error (MAE) in predicting the first order effects for the three
cases of the polynomial function.

in the case of larger models when compared to the other two implementations. The results,
so far, demonstrate the efficiency and accuracy of the proposed implementation particu-
larly when dealing with highly dimensional parameter spaces. In such cases, Saltelli’s
implementation and EFAST require considerable amount of function calls to come close
to predicting the sensitivity indices within an acceptable range. In other words, they fail
at providing accurate results with reasonable computational effort.

4.2.4. Ishigami Function

Another well-known benchmark for sensitivity analysis tests is the Ishigami function by
Ishigami and Homma (1990). The function is as given in Equation 4.15.
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Figure 4.10. Scatter of the output Y with respect to the parameters for the Ishigami prob-
lems.

Y = sin X1 + a sin2 X2 + bX4
3 sin X1 (4.15)

The function defines the output Y in terms of the input parameters X1, X2 and X3. Obvi-
ously, the number of variable parameters is constant and therefore the model size cannot
be changed. All the three parameters belong to the [−π, π] interval and are assumed to be
uniformly distributed. The constant parameters a and b were varied to form three different
cases similar to the other benchmark tests. The selected a and b pairs included: (0.1, 0.1),
(7.0, 0.1) and (0.1, 7.0). The resulting scatter plots are shown in Figure 4.10. In contrast
to the previously studied benchmark functions, they are graphically interpretable.
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The analytical solution to the sensitivity analysis could be found following Equation 4.16.

S k =
Vk

V
where:

V =
a2

8
+

bπ4

5
+

b2π8

18
+

1
2

V1 =
bπ4

5
+

b2π8

50
+

1
2
, V2 =

a2

8
, V3 = 0

(4.16)

The sensitivity indices were, accordingly, computed and the corresponding MAEs were
calculated as shown in Figure 4.11. It should be noted that, here, the model size was the
same in all the three cases. Hence, the performance of the implementations in terms of the
efficiency and accuracy almost remained unchanged. Although, in some cases EFAST has
apparently converged to a slightly different value than the analytical solution. As for the
other two benchmarks, the conceptual implementation proves to be stable in producing
minimal errors at low computational costs.

4.2.5. Parameter Study on the Number of Subdivisions

To take the investigation one step further, a parameter study was performed on the un-
known parameter, S , i.e. the number of subdivisions. The intention was to provide rec-
ommendations on the choice of the parameter, particularly in relation to the number of
function calls. Although, the main focus should be on the lower number of function calls
where limited samples are available and accordingly, every single sample is of high value
in the uncertainty analysis.

For the sake of convenience, the studied parameter was chosen to be S −1 instead of S .
S −1 is a normalized representative of the number of samples per subdivision, i.e. N/S

N .
Additionally and in contrast to S itself, S −1 has a limited range between 0 and 100 percent.
In the first step of the investigation, the number of S resulting in the lowest error (MAE)
was found for the previously studied benchmark problems. The problems were divided
into three categories with respect to the number of parameters, namely, 3, 6 and 12. The
categorization allowed to capture the potential influence of the number of parameters on
the choice of S . Consequently, the best choices of S are presented in Figure 4.12 in terms
of the number of function calls for the selected categories.

As expected the required samples per subdivision contributes to a smaller percentage of
the total samples in the case of larger number of function calls. The underlying logic
could be clarified through a straightforward example. Assume a minimum of 40 samples
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Figure 4.11. Mean absolute error (MAE) in predicting the first order effects for the three
cases of the Ishigami function.

per subdivision is needed to predict the mean value within an acceptable range. In 1000
samples this is equal to 4% of the total number of samples whereas in 10000 samples
it hardly even reaches a half percent. As previously discussed, though, the investiga-
tion should be concentrated on the lower number of function calls where the majority of
the practical problems maneuver. In the following discussions, therefore, we are mainly
interested in the best choice of S in this region.

A second look at Figure 4.12, reveals that the number of parameters do play a role on the
choice of S . This becomes more evident when the existing tendency in each parameter
category is visualized by means of fitting functions. Here, linear, quadratic and cubic
polynomials have been fitted to the data from each category. The results are also shown
in Figure 4.12. Clearly, larger parameter spaces demand more samples per subdivision,
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Figure 4.12. The best choice of S for problems with different number of parameters.

namely, larger S −1. Among the fitted curves, the quadratic one appeared to imitate the
trend in the data satisfactorily.

As the influence of the K on the choice of S was confirmed through the primary exami-
nation, the study was extended to find out any potential correlation among S , K and the
number of function calls. This time, the studied parameter was chosen to be (S × K)−1 to
include both parameters. It roughly represents the number of samples required per sub-
division per parameter to achieve a reasonable prediction of the mean value. The results
are shown in Figure 4.13. Here, the data is less scattered and appears to follow a trend
along the number of function calls. Similar to the previous case, linear, quadratic and
cubic functions were fitted to the data in order to capture any plausible relationship. The
quadratic curve, apparently, offers a satisfactory fit to the data.
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Figure 4.13. The best choice of S × K for problems with different number of parameters.

4.2.6. Parameter Study on the NR in EFAST

In Section 4.1.3 it was mentioned that EFAST relies on a number of computational param-
eters such as NR, the number of resampling. Although, for the purpose of comparison, NR

was set to 5 as recommended by the literature, its direct relation to the number of function
calls led to the need for an extended study on it. The preliminary perception on the pa-
rameter ended up with two quite paradoxical conclusions. On one hand, according to the
definition, an increment in the NR is followed by an increase in the number of samples per
search curve. This possibly results in more accurate estimations of the sensitivity indices,
though at higher computational cost. On the other hand, for a fixed number of function
calls (namely, a constant NS × K × NR) a larger NR implies a smaller NS . It should be
noted, however, that the minimum value recommended for NS is 65. Naturally with the
latter constraint, EFAST range of application reduces to only larger number of function
calls given that larger NR is chosen. For instance, the minimum number of function calls
required for a problem with 12 parameters and NR = 10 is 7800.

The influence of the choice of NR on the performance of EFAST was further studied
with two additional values of 1 and 10 for the parameter. The calculation of the MAE

was repeated for the previously discussed benchmark problems. The resulting values
are plotted against the number of function calls in Figures 4.14, 4.15 and 4.16 for all
the studied benchmarks. According to the figures a few observations can be made. To
begin with, the effect of NR on the performance of the EFAST depends on the number
of parameters involved in the problem. In the majority of the problems with K = 3 the
choice of NR seems to be of negligible importance. Although, for the problems with K = 6
and 12, the MAE plots corresponding to different NR values begin to diverge, particularly
in the region with lower number of function calls. In addition, EFAST plots with larger
NRs appear steeper compared to the plots corresponding to smaller NRs which means they
converge with more noticeable improvements in steps taken along the horizontal axis.
As expected, however, increasing NR to 10 has not resulted in better estimations of the
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Figure 4.14. Parametric study on NR for the three cases of the Sobol’s g-function.

sensitivity indices for fixed number of function calls. It has, even, led to larger errors in
the region with lower number of function calls. The above discussion confirms that the
choice of 5 as the value for NR was a reasonable decision.

4.3. Engineering Problems

As it was clarified in Section 1.3, the conceptual implementation formed the ground for
the proposed model selection technique which is discussed later in Chapter 5. The main
challenge for the proposed method was the assessment of the experimental and numeri-
cal models collected in the database described in Chapter 3. As a result, application of
the conceptual implementation of the sensitivity analysis to the aforementioned models
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Figure 4.15. Parametric study on NR for the three cases of the polynomial function.

was inevitable. It was, therefore, necessary to have an understanding of the performance
of the proposed implementation in real engineering problems rather than simple analyti-
cal benchmarks. For this purpose, the studied sensitivity analysis implementations were
further applied to two engineering problems, one numerical and the other experimental.
The intention was to figure out their strengths and weaknesses in dealing with practical
problems.

4.3.1. General Conditions

The majority of the setup required for the performance test on the above mentioned engi-
neering problems was assumed to be the same as that of the analytical benchmarks. For
instance, the exact same series of values as those used in the analytical benchmarks were
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Figure 4.16. Parametric study on NR for the three cases of the Ishigami function.

used for the number of function calls and the number of subdivisions. Similarly, the tests
were run with Nr = 50 repetitions. The first order effects were calculated using the three
studied implementations. In the case of the EFAST, NR was set to 5 as it appeared to
produce the most reliable results in the previously performed parameter study.

It is needless to say that no analytical solution to the first order sensitivity analysis of the
selected problems was available. In other words, no MAE could be computed for the
engineering problems. For the purpose of visualization, therefore, the average value of
the first order effect over the Nr repetitions was employed. In the case of the conceptual
implementation, this implied that only the mean value of the estimated first order effects
over different numbers of subdivisions could be computed. An extra averaging was later
performed over the Nr for the sake of comparison with the results from the other two
implementations.
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Figure 4.17. Schematic of the studied numerical model from (Austrell et al. (2004)).

4.3.2. Numerical Simulations

Performing sensitivity analysis on numerical simulations is a very common engineering
problem. In order to see how the studied sensitivity analysis implementations competed in
this field, they were applied to the straightforward 2nd-order analysis of a 2-dimensional
frame from Austrell et al. (2004). The single-story single-span frame was assumed to be
under concentrated lateral and uniformly distributed gravity loads as seen in Figure 4.17.
The study was focused on the lateral performance of the frame under influence of the
given scheme. The input parameters were chosen such that the geometrical, material, sec-
tional and loading properties of the frame were covered. Accordingly, H and W the frame
height and width, respectively, E the modulus of elasticity of the frame’s material, Ac and
Ic (Ab and Ib) the area and the moment of inertia of the columns (beam) cross section,
respectively, P the concentrated lateral load and finally q0 the uniformly distributed load
were set to be the variable parameters. The average value of each parameter was selected
based on the engineering judgment. The coefficient of variation was then set equal to 0.25
which implies each parameter was allowed to vary in the range of ±25% of its mean. The
resulting intervals are presented in Table 4.3.

The analysis was performed using the well-known CALFEM toolbox by Austrell et al.
(2004). The code takes the input parameters, constructs a numerical model of the cor-
responding frame, performs 1st and 2nd-order analysis and finally returns the lateral top

Table 4.3. Parameter ranges for the CALFEM numerical simulations.

Parameters
H W E Ac Ic Ab Ib P q0

[m] [m] [N/m2] [m2] [m4] [m2] [m4] [N] [N/m]
Minimum 2.55 3.0 150e9 1.5e-3 1.2e-5 4.5e-3 4.05e-5 7.5e3 37.5e3
Maximum 4.25 5.0 250e9 2.5e-3 2.0e-5 7.5e-3 6.75e-5 12.5e3 62.5e3
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Figure 4.18. Scatter of the output Y with respect to the considered parameters for the
CALFEM problem.

displacements from each analysis. Significant difference between the top displacements
from the 1st and 2nd-order analysis points directly at the importance of performing the
2nd-order analysis. Therefore, the unitless parameter defined as the ratio of the 2nd-order
to the 1st-order top displacements was selected as the only output parameter to be stud-
ied. To begin with the sensitivity analysis, samples were generated randomly according
to uniform distribution assumption for all the parameters. The resulting scatter plots are
shown in Figure 4.18 for 250 illustrative samples.

The first order sensitivity indices were then computed using the three studied implemen-
tations. The average estimated values were used to compare the results as depicted in
Figure 4.19. The figure shows the performance of the implementations at the smallest
and largest considered number of function calls. It should be noted that NR = 5 and
K = 9 dictated a minimum of 2925 function calls for the EFAST to operate. Therefore,
the performance comparison was additionally done at 5000 function calls where EFAST
first enters the match. Figure 4.19 once more confirms the efficiency and reliability of
the conceptual implementation even for the numerical simulations. The reliability can be
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Figure 4.19. Average sensitivity index estimated for each parameter in the CALFEM
problem for a) 1 × 103 b) 5 × 103 and c) 100 × 103 function calls.

further proved based on Figure 4.20 in which the sum of the estimated first order effects
is presented. It was already mentioned that the unit sum could act a criteria for the qual-
ification of the sensitivity analysis. The conceptual implementation successfully passes
this quality control as the sums of its results are in close proximity of one even in the case
of smaller sample spaces. In contrast, though, we have the poor performance of Saltelli’s
implementation probably due to the large coefficient of variation of the studied data.

4.3.3. Experimental Tests

The final examination on the performance of the studied implementations was on the
experimental part of the database, since it was an essential step toward the quality assess-
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Figure 4.20. Sum of the average first order effects for the CALFEM problem in terms of
the number of function calls.

ment. As mentioned in Section 2.3, the parameter of interest was the yield displacement
which was also chosen as the output for the performance check. For the purpose of the
investigation, the yield displacement was not computed individually for the specimens
but rather fished out of the literature sources which recorded it during the corresponding
experiments. In other words, the reported yield displacement was used as the output.
Obviously, the set of specimens to be studied was limited to the ones that provided the
observed yield point. As seen in Figure 4.21, not many specimens featured the required
information, particularly, in the case of squat walls. Therefore, only a group of 33 transi-
tion walls with the available observed yield point were selected for further investigations.
The sample set, hence, consisted of a 33 × 10 matrix in which each column represented
one of the ten parameters defined for the database in Table 3.1. The corresponding scatter
plots are shown in Figure 4.22. As expected the data is very sparse following inconsistent
distributions along the parameter range with the exception of a few parameters. Being
well aware that the sparseness would certainly affect the final results, the data was con-
sidered for the performance check. The current conditions of the problem at hand could
perfectly resemble the majority of the real engineering problems in which the available
data is very limited.

The use of the experimental data implies that no random generation of samples was per-
formed. It is needless to say that Saltelli’s implementation and EFAST were stricken out
of the performance check on the very same ground. Both of the aforementioned imple-
mentations require on-demand estimations of the output through the objective function.
For experimental data, the objective function is not available or known. The only way to
fulfill the need for it is to hypothesize the underlying physics and try to replace it with
known functions. The technique which is established as the response surface method in-
troduces its own uncertainties to the problem which was out of the scope of the current
study. Therefore, Saltelli’s implementation and EFAST were left out of the performance
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Figure 4.21. Observed yield drift for the specimens in the experimental part of the
database (base shear is normalized to its maximum value for each wall).

check. The inability of the two above-mentioned implementations in treating the experi-
mental data was already a plus for the conceptual implementation.

The first order sensitivity indices were computed using the proposed implementation with
3, 4 and 5 as the number of subdivisions. A few points regarding the results could be
observed. Generally, none of the choices of S produced a set of S ks with ΣS k equal to
one. In all the cases, ΣS k was notably larger than one. Nevertheless, the individual S ks
were normalized to achieve a unit sum. Consequently, the resulting S ks estimated using
different numbers of subdivisions turned out to be quite similar with the exception of a few
parameters. The average predicted S k and its standard deviation are shown in Figure 4.23
for all the parameters. It is clear that X1, X4, X8 and particularly X10 are more influenced
by the uncertainty in the estimation of the S k, i.e. the choice of S made a quite significant
difference in their results. This could be expected on the account of using the sparse data.
The conceptual implementation, anyhow, provided a rough, though not exact, estimation
of the first order effects on the basis of the limited available data. The results, basically,
prepare the ground for further detailed studies on such data.
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Figure 4.22. Scatter of the output Y with respect to the parameters for the experimental
problem on transition walls.

4.4. Discussion of the Results

In the previous sections, several applications of the variance-based sensitivity analysis
were used as the ground to evaluate the efficiency and accuracy of the proposed concep-
tual implementation. Its competency was checked against Saltelli’s implementation and
EFAST which, along with the conceptual implementation, were applied to the selected
benchmark problems. The investigation featured problems of different sizes and of ana-
lytical, numerical and experimental backgrounds. The conceptual implementation firmly
succeeded in treating all the problems at hand. Particularly, it led to very promising results
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Figure 4.23. Average sensitivity index estimated for each parameter in the experimental
problem on transition walls.

in the cases with large parameter spaces and limited samples. It, additionally, proved to
be a competent approach as Saltelli’s implementation and EFAST both performed poorly
in the practical regions of engineering problems, namely, small sample spaces with large
number of parameters.

The excellent performance of the conceptual implementation mainly relies on its effective
use of the available data. For a problem with K parameters, for instance, all the samples
are used in the calculation of every single S k. In contrast, Saltelli’s implementation and
EFAST generate samples for each S k estimation separately. This procedure is not efficient
since it employs merely parts of the data in each computation. Furthermore, as suggested
by the results of the conceptual implementation, the average value of the data in each
subdivision is a reliable representative in terms of the statistics. In fact the number of
samples needed to make a sound prediction of the mean value is considerably less than
that required to estimate the reflective variance. This could be the reason for the superior
and stable performance of the conceptual implementation even with relatively few func-
tion calls. Here, it is noteworthy to mention the unsatisfactory performance of Saltelli’s
implementation and EFAST for highly dimensional parameter spaces. With a look back
at the number of function calls necessary for the two implementations to operate, the di-
rect relation between the number of parameters and the number of function calls becomes
clear. Though, this is not the case for the conceptual implementation as the number of
samples required is independent of the number of parameters and equals to the number
of function calls. Finally and as discussed in Section 4.2.5, a rough measure of the opti-
mal number of subdivisions could be derived which tends to improve the efficiency of the
proposed implementation.

Last but not least, the successful application of the conceptual implementation on the
mathematical and engineering problems served as a confirmation of its capacity to form
the foundation of the proposed model selection technique.
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For a quick restatement of the problem justified in Chapter 1, assume a group of models
describing the output Y in terms of the input X are available. For some reason, mostly
being the future predictions we need a reliable model out of this group. Computational
and time limitations usually force us to pick only one model which supposedly offers
the highest accuracy and efficiency. The search for this best model has resulted in the
evolution of the model assessment strategies which are inherently in need of benchmarks
to come up with quantitative measures of how models perform in predicting a desired
phenomenon. A benchmark model could be defined as the closest possible abstraction of
the mentioned phenomenon to be used as its representative in validation and assessment
problems. Experimental data, for instance, is widely employed as benchmark for model
validation and further for model selection. Though, it is, commonly, mistaken as the
exact counterpart of the real phenomenon to be studied. Practically, if a model fails at
resembling the experiment, it will be readily rejected. However, as discussed before,
experimental data is no exception to being susceptible to imprecision, incompleteness and
human-made/systematic error. The same characteristics apply to the numerical solutions
even in their highest levels of complexity. In fact, complicated models are rather more
uncertain than simpler models since they are grounded on the basis of more assumptions
and subsequently are more limited in the range of application. Yet, in the absence of
any experimental data, the most complex models are taken as the benchmarks for the
validation of a group of less known models. The point to be made here is that neither
experimental background nor more complexity necessarily suggest a model is a suitable
choice for benchmark in assessment problems.

In order to clarify the point, consider the models shown in Figure 5.1 which are supposed
to define the response y on the account of having parameter x. Note that, here, x and y

represent a two-dimensional problem (Multidimensional problems are designated by X

and Y). We could immediately recognize model (d) as an outlier and pick, most probably,
model (a) or (c) as the best model due to their least uncertainty. Before commenting on
this judgment, let us define the probable output space as the range in which the output
y could land in according to our current knowledge. We shall call this the design space
because it forms the foundation for the engineering design. Needless to say, how an
underestimation of the design space would lead to a nonconservative design. Also, note
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Figure 5.1. Hypothetical set of plausible models in the design space.

that our current knowledge is limited to what we know of y through the models at hand.
This translates into the fact that if the majority of the models are wrong it is expectable
that our collective understanding of y is wrong. In the latter case, it is no surprise that out
of a group of wrong models a wrong model (maybe not the worst, anyhow) is selected as
the best. There is, obviously, low chance of fishing the appropriate model out of a pool of
models in which the plausible ones are in minority.

In the example shown in Figure 5.1, the design space is limited to the outputs from mod-
els (a) to (d) regardless of their experimental or numerical nature and their complexity.
As long as there is no access to any specific information concerning the performance of
the models, they could be assumed to be part of the space and of the same level of im-
portance. In other words, none of them has any advantages whatsoever over the others in
representing the reality. In such a case, clearly, the immediate response loses its credit.
Take for example the following scenarios. Scenario 1: the outlier model (d) could as
well be the closest to the reality which implies mostly wrong models have been collected.
Scenario 2: in spite of being an outlier, model (d) represents the experimental data or the
most complex model i.e. the considered benchmark has been misleading. Scenario 3: the
choice of model (a) or (c) for the best model fails to cover the design space meaning there
is a high probability that the output y takes values out of the prediction bounds of the
selected model. Certainly, there can be lots of other scenarios depending on the number
of models building up the design space and the prior knowledge about their performance.
At this point, it is well understood that not only the choice of the benchmark models but
also the uncertainty properties of the models to be validated affect the model selection
process and consequently the design space. In the present thesis, I propose an assessment
technique which attempts to evaluate the models in the design space based on a systematic
comparison considering their uncertainty and sensitivity properties.
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5.1. Assessment Methodology

To begin with, it is necessary to restate that every model is by definition an abstraction
of the reality and hence is treated accordingly unless specific information regarding the
performance of the models is available. This is the fundamental idea behind the pro-
posed model selection technique. It is based on the assumption that every single compet-
ing model has the probability to be the best representation of the reality and therefore a
benchmark.

Assume modelsM1, . . . ,MM are the M models in the design space describing Y in terms
of K parameters X1, . . . , XK . The benchmark model, conventionally being either the ex-
perimental model or the most complex one, is denoted asMbmk and is a member of the
aforementioned M models. Following the traditional model validation techniques, we
have checked the results of models Mi where i = 1, . . . ,M and i , bmk against the
results from Mbmk in a one-by-one comparison. Obviously, better agreement with the
benchmark model improves the rank of a model in the group. The highest ranked model,
consequently, shall be selected as the best among all the models and used for further
studies. This approach could be too risky since it purely relies on the only choice of the
benchmark. Not to forget that it is founded on the precarious assumption that the exper-
imental or the most complex models are definitely the best benchmarks. At this point
the proposed model selection technique deviates from the traditional validation. As men-
tioned in the chapter’s opening, I assume any plausible model could play the role of the
benchmark as long as all the models in the design space are treated equally. The proposed
method is not based only on one benchmark but as many as the competing models and
does not prejudge the models based on their nature or complexity.

Basically, we are interested to assess our pool of models on the account that any given
model from the pool is the best model. In the first step,M j where j can be any value from
1 to M, is picked as the benchmark. At this stage, models have no advantage over each
other particularly stemming from their experimental or numerical nature or complexity
level. So, the choice ofM j is completely arbitrary. In order to assess the pool of models,
there is a need to specify a quantitative measure of how every model i in the pool, where
i can be any value between 1 and M except for the predefined j, compares with respect
to the selected benchmark. This measure could be used as a criterion to rank the models
based on their performance in predicting results close enough to the benchmark results.
In this thesis, I propose the probability of failure in prediction as such a measure. Pi j is
defined as the probability that Mi fails in producing results in the vicinity of M j. The
acceptable lower and upper bounds are assumed to be a standard deviation away from the
mean value theM j results. The probability-based comparison of the performance of the
models in predictingM j is founded on a straightforward concept and therefore is easy to
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comprehend and apply. Moreover, probabilities are always values in the [0, 1] range and
consequently very convenient to work further on.

The probability of failure in prediction can be calculated for any two models, one of which
is the benchmark. Computation of the Pi js for the entire pool of models, i.e. M−1 pairs of
Mi (where i = 1, . . . ,M and i , j) andM j, reveals how the models perform in caseM j is
the best model or the benchmark. Referring back to basic assumption that every plausible
model has the potential to play as the benchmark, what is done so far is only one scenario
out of M possible scenarios for the benchmark model. To consider the potential for the
other models in the pool, the process described above should be repeated for every single
member of as the benchmark. At the end of the iterations, we should end up with M × M

matrix of Pi js in which element i j denotes the probability that model i fails in predicting
model j. Consequently, we may assume the model with the least probabilities of failure
in predicting and being predicted is a reasonable representative of the group of models.
But before rushing into the final conclusion, some improvements are made to increase the
reliability of the procedure as outlined so far.

In order to calculate the Pi j, the outputs from models i and j must be compared along their
entire parameter space considering their uncertainty properties, namely, µ and σ. Two is-
sues can be recognized here. First, if the models are highly nonlinear, the mean and the
standard deviation over the entire parameter space do not appropriately represent the be-
havior of the models. Second, in the course of relating the models over their parameter
space, comparison is unnecessarily done over dimensions corresponding to insignificant
parameters. To avoid the aforementioned issues, the recommended implementation for
the sensitivity analysis in the previous chapter was used to propose an enhanced model
selection technique. In particular, the subdividing approach along each parameter range
was employed not only to compare the models along one dimension in the parameter
space at a time but also to localize the comparison in smaller subdivisions of each param-
eter range.

As before, let us assume a design space of M1, . . . ,MM in which each member model
has K parameters. So, all the models tend to produce the output Y from the set of inputs
X1, . . . , XK . It can, certainly, be expected that not all the models in the design space have
exactly the same parameters in terms of definition and number. In this case, decision
on the K parameters to be included in the model selection procedure is based on their
relevance to the output. Take, for instance, the four models in Figure 5.2 as the models
defining the design space. Altogether, the models have 21 parameters out of which 5 are
shared among the models and consequently 14 are unique. Now, every data sample can
be defined by the information coming from these 14 parameters regardless of their role
in a specific model. In fact, every model is fed with this information and merely takes
advantage of the part that is applicable to its function. Obviously, the unused part of the
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Figure 5.2. Example parameter space for four hypothetical models.

information has no effect on the model response. Accordingly, the collection of parame-
ters to be selected as the parameter space for all the models should at least cover all the
corresponding functional needs. In the example mentioned above, the collective parame-
ter space would contain 14 parameters over which all the models could operate regularly.
It should be noted that an extensive scatter in the core input parameters of various models
describing the same phenomenon suggest that there is a significant uncertainty regarding
the influential parameters. Nevertheless, the aforementioned approach to form the param-
eter space has the advantage that all the potentially influential parameters can be included
and model outputs with slightly different parameter spaces can be compared.

To begin with the model selection process,M j andMi (where i and j take values between
1 and M and i , j) are arbitrarily selected from the pool of models as the benchmark and
the model to be checked against it, respectively. Following the same procedure as for the
sensitivity analysis, parameter k (takes any value from 1 to K) is picked and the outputs
fromMi andM j are momentarily studied in the two-dimensional Y-Xk space. This space
is divided into S subdivisions of equal probability along the Xk. In each subdivision s the
mean and the standard deviation of the benchmark response are calculated and denoted,
in the same order, as µsk

j and σsk
j . The acceptable bounds for the models to be checked

against the benchmark is, therefore, within ±σsk
j of the µsk

j . Now, the probability Psk
i j that

Mi fails in predicting M j in subdivision s along the range of the parameter Xk can be
calculated following the Equation 5.1.

Psk
i j = P(Msk

i < [Msk
j − σ

sk
j ,M

sk
j + σsk

j ]) (5.1)

The Psk
i j can be calculated for all the S subdivisions along the parameter range. The aver-

age value of the computed Psk
i j s, as given in Equation 5.2, is assumed to be the probability

of failure in prediction in the space of the kth parameter.
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Pk
i j = Es(Psk

i j ) (5.2)

The above procedure should be repeated in all the K dimensions of the parameter space
resulting in a total number of K probabilities of failure in prediction for this pair of Mi

andM j. At this point, the aforementioned K probabilities could be summed up to form
a unique final grade for the performance of model i in predicting the benchmark j. The
immediate consequence of the summation is that all the parameters have been treated
equally in terms of their effect on the benchmark output. Although, sensitivity analysis
might prove otherwise, i.e. different input parameters influence the output in different lev-
els from negligible to considerable. The current assessment technique, therefore, should
be able to scale the Pk

i js with respect to the importance of XK forM j. The intention is to
weigh down the Pk

i js corresponding to the insignificant parameters while on the contrary
the Pk

i js for the influential parameters are weighed up. This is best done using the first or-
der sensitivity indices by Sobol (1993) using the conceptual implementation as discussed
in the previous chapter and repeated in Equation 5.3 for convenience.

S k =
Vs(EXk(Y |X

s
k))

V(Y)
where: k = 1, . . . ,K and s = 1, . . . , S (5.3)

Eventually, the performance ofMi in predictingM j can be evaluated according to Equa-
tion 5.4 where (P f p)i j is the final probability thatMi fails in prediction ofM j and S j

k is
the sensitivity of the output of the benchmark j to the parameter k.

(P f p)i j = ΣK
k=1Pk

i jS
j
k (5.4)

(P f p)i j is always in the [0, 1] interval which is a very convenient property. Since the
choices of i and j have M possibilities each, the final product of the assessment technique
so far is a M × M matrix of (P f p)i js. It is worth to mention that the final matrix is not
necessarily symmetric, since it brings the sensitivity indices of each individual benchmark
into the computations. Element i j in this matrix is the final probability that Mi fails in
predictingM j. In other words, each column j stands for the performance of all models
in predicting model j as the benchmark whereas each row j shows how model j has
performed in predicting all the other models. If the best representative model is assumed
to be the best in predicting and being predicted by other models, then it should be the
one with the lowest sum of the corresponding row and column, i.e. the lowest grade G as
given in Equation 5.5.
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G j = ΣM
i=1(P f p)i j + ΣM

i=1(P f p) ji (5.5)

The lowest (best) graded model shall be announced as the highest-ranked in the studied
group of models. As the maximum value of (P f p)i j equals to one, the maximum value
of G j is simply 2 × (M − 1). This maximum can be used to further normalize the grades
so that they fit in the [0, 1] interval, too. We should have in mind that the proposed
method does not seek the best model. But rather, it searches for the model which is most
likely the best representative of the design space. In fact, it reduces the risk of choosing
an outlier by sticking to a trade-off solution. In order to confirm such statements, the
method was applied to a series of mathematical and engineering models of numerical
and experimental natures from the previously introduced database. In what follows, the
selected problems and the resulting accomplishments of the proposed model selection
technique are presented and discussed.

5.2. Benchmark Problem

It was mentioned in Section 5.1 that in this study models were not prejudged specifically
due to their experimental or complex nature. As a result, in a group of plausible models the
quality assessment process involves numerous scenarios depending on the arrangement
of the models in the output-input space. One arrangement of interest for instance was
shown in Figure 5.1 for a group of five models with an outlier. There can, clearly, be
an infinite number of such arrangements depending on the number and behavior of the
models as well as the context in which they are applied. The proposed model selection
technique was expected to come up with reasonable rankings of the models regardless
of their specific arrangement. In order to check if this expectation could be fulfilled
simple mathematical functions were selected for a benchmark study. The intention was
to create all the possible arrangements of the models with a few parameters controlling
their distance and scatter and capture the performance of the proposed method. Some
particular arrangements such as the one presented in Figure 5.1 could also be individually
presented for additional discussions.

5.2.1. General Conditions

The selected functions, designated byM as shown in Figure 5.3, includedMm : y = xm

in the [0, 1] interval where m = 1, ...,M and M is the total number of models. They
produce quite close results in the mentioned range and therefore are acceptable as com-
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Figure 5.3. Selected benchmark functions: a) scatter plot b) probabilities of failure in
prediction.

peting models defining a hypothetical phenomenon. Figure 5.3 additionally includes the
probabilities of failure in prediction resulted from the application of the model selection
technique (calculated using Equation 5.4). In the original state, accordingly,M4 appears
to be the best representative of the five models.

Note that the selected models are functions of a single parameter which is rarely the
case in practical problems. Yet, they could be appropriate choices to demonstrate the
performance of the proposed method in a single dimension since the multidimensional
parameter spaces are, in fact, treated individually in each dimension following the same
straightforward procedure.

The primary arrangement of the selected models could not be a representative of the prac-
tical problems in its original form. The models were, therefore, disturbed using random
error terms to create more realistic engineering arrangements. The error term, ε, as seen
in Equation 5.6 was set to be a function of α controlling the scatter and β regulating the
shift from the original state for each model.

y∗ = y + ε where ε = αε + β (5.6)

ε is a vector of the same size as y containing random values from a uniform distribution
in the [−1, 1] interval. The physical interpretation of these parameters are shown in Fig-
ure 5.4 for y = x considering all the combinations of α and β given that they only take
the values of 0 and 1. It is clear that large values of α and β lead to large errors through
shifting and dispersing the data from its original state.
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The disturbed functions were, accordingly, calculated by adding the error term to the
original functions. In order to clarify the procedure, here the arrangement of the models
shown in Figure 5.1 was recreated using the basic functions and error terms presented in
Table 5.1. Figure 5.5 illustrates the resulting recreation which in connection to Table 5.1
makes it well clear how the α and β control the arrangement of the models. Application of
the proposed model selection technique on this particular group of models is also shown
in Figure 5.5 in the form of the matrix of the probabilities of failure in prediction. It
is not surprising that the outlier model (i.e. M4) has ended up with the largest values,
implying that it cannot represent the group of models. In contrast, M2 seems to be the
best representative following the circumstances. Such an arrangement, in fact, exemplifies
the yield displacement estimation results using different methods which are discussed in
Section 5.3.

5.2.2. Parametric Study

The proposed model selection technique was challenged through a parametric study. All
the possible arrangements of four models were created using a full grid of α and β com-
binations. The selected four models included M1 : y1 = x + ε1, M2 : y2 = x + ε2,
M3 : y3 = x + ε3 and M4 : y4 = x + ε4 in each of which the error term was calculated
based on Equation 5.6. In order to build all the possible arrangements of the models, the
error terms were varied by setting α and β to 0, 0.5 and 1 standing for small, medium and
large values, respectively. It is readily understood that nine different error terms could

Table 5.1. Error parameters used for the recreation of Figure 5.1.

M1 M2 M3 M4

Functions x + ε1 x2 + ε2 x3 + ε3 x4 + ε4

α 0.10 0.50 0.25 0.25
β 1.00 0.80 0.60 0.00
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Figure 5.5. Recreation of the models presented in Figure 5.1: a) scatter plot b) probabili-
ties of failure in prediction.

be computed using the full grid combinations of α and β. The resulting states of the dis-
turbed models can be imagined if we refer to Figure 5.4 which contained the full grid
combinations of α and β in case they took only the values of 0 and 1.

The four assumed models could be disturbed to nine distinct states using the aforemen-
tioned error terms. The disturbed models could then be arranged in 94 = 6561 different
arrangements which provided an appropriate benchmark to apply the proposed model se-
lection technique. Therefore, the method was used in each of the 6561 arrangements to
rank the models involved. In the primary step, the best (lowest) grades were categorized
based on the α and β combination of the corresponding highest-ranked models. A sta-
tistical study on the resulting data, as shown in Figure 5.6 revealed that α significantly
influences the best grade. β, in contrast, seems to be of negligible importance to the best
grade.

Obviously, as seen in Figure 5.6, the models with larger α (i.e. scatter) have gained lower
grades in general. It is clear that the proposed model selection technique has a tendency to
assign the highest ranks to the more scattered models. This is a direct consequence of the
fact that the scattered models have higher chances of covering and accordingly represent-
ing the design space. Although, the perpetual choice of the largest scatter as the represen-
tative model is not a good strategy and should be avoided. Consequently, the study was
further extended to find out if the proposed method always picked the largest scattered
model as the highest-ranked regardless of the arrangement of the models. Table 5.2 con-
tains the number of cases out of 6561 total arrangements where the highest-ranked model
particularly had the smallest or largest scatter (α) or shift (β) in the corresponding group
of models. In some cases all the models had the same values for α or β. Such cases are
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Figure 5.6. Probability distribution of the grades scored by the highest-ranked (lowest
graded) models categorized according to the α and β combinations.

designated as equal in Table 5.2. In addition, the same statistical information is provided
for the lowest-ranked (worst-graded) models.

It is not surprising that in 54% of the 6561 cases the highest-ranked model had the largest
α. It is, however, interesting that in 3% of the cases the smallest-scattered model was
selected as the representative of the group of models. Moreover, in 11% of the cases the
largest-scattered model was even ranked as the worst model. The two aforementioned
properties prove that the proposed model selection technique does not automatically rank
the most scattered model as the best. It, rather, systematically compares the models and

Table 5.2. Status of the parameters α and β for the highest and lowest-ranked models
(values are presented as the percentage of the occurrences out of the total 6561
studied cases).

Cases where the model had the:
smallest largest equal
α β α β α β

Best (lowest) grade 3 22 54 10 4 4
Worst (highest) grade 43 34 11 44 4 4
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offers a ranking based on their capability to represent each other. It is also noteworthy
that in 44% of the cases the worst model had the largest shift implying that the model was
potentially an outlier. Evidently, the proposed method is also able to detect the general
trend by disregarding the outliers. In sum, the promising results from the benchmark study
qualified the proposed model selection study for further application to real engineering
problems.

5.3. Engineering Problems

A real example of what was presented in Figure 5.1 can be observed during the yield dis-
placement estimation for RC walls. As mentioned in Section 2.3, the response parameter
of interest was chosen to be the yield displacement since it is a characteristic point in the
wall behavior. The availability of various approaches and the variability of the resulting
approximations of the yield displacement made the choice of a universal approach com-
plicated. In fact, as in the case of Figure 5.1, numerous scenarios regarding the validity
of the competing approaches can be considered. Therefore, the problem is an appropriate
choice to check the performance of the proposed model selection technique.

The method was applied to the data stored in the database of RC walls (both experi-
mental and numerical parts). Accordingly, two different case studies were performed.
The following section is dedicated to more details regarding the studied yield displace-
ment estimation methods. Within the model selection process, the five selected methods
were designated with m1, . . . ,m5. Experimental, MVLEM and FSIDB models were dis-
tinguished by being labeled asM1, . . . ,M3, respectively.

5.3.1. Studied Yield Displacement Estimation Methods

Among the several available methods to estimate the yield displacement which were
discussed previously in Section 2.3, a considerable number (used normally in practical
design) rely on the bilinearization techniques. Such methods tend to idealize the non-
linear force-deformation relationship and return rough estimates of the yield displace-
ment. Since methods of this kind are quite popular, specifically in design codes, we chose
three of them to perform an assessment study. The methods, as shown in Figure 5.7,
included the proposal from Paulay and Priestley (1992) and the recommendations by
ATC40 (1996) and FEMA273 (1997). In this Figure, V and ∆ stand for the base shear
and the top displacement, respectively. Along with the aforementioned methods, two em-
pirical relationships introduced by Priestley et al. (2007) and Kazaz et al. (2012) were
used to compute the yield displacement.
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5.3.1.1. Paulay and Priestley (1992)

Paulay and Priestley (1992) suggested the effective secant stiffness to 75% of the ideal
yield strength for the elastic branch of the idealized force-deformation curve. Their model
assumed a zero post-yield stiffness (see Figure 5.7a).

5.3.1.2. ATC40 (1996)

Later, ATC40 (1996) recommended to idealize the capacity curve by a bilinear curve.
The code advised to use the initial stiffness of the force-deformation relationship as the
elastic stiffness to the yield point for the idealized curve (see Figure 5.7b). The post-yield
stiffness had to be found based on the equal energy absorption criterion. This concept
dictates that the energy absorbed by the real and idealized systems should be identical,
i.e. the area under the real and the idealized curves should be equal.

5.3.1.3. FEMA273 (1997)

FEMA273 (1997) introduced a bilinearization technique mainly to determine the struc-
tural period. The stiffness of the elastic branch was found such that the idealized curve
intersects with the real curve at 60% of the yield strength (see Figure 5.7c). The stiffness
of the plastic branch was specified by minimizing the difference between the areas under
the curves.

5.3.1.4. Priestley et al. (2007)

Priestley et al. (2007) developed simplified relationships as approximations of the yield
displacement for the sake of displacement-based design. The relationships addressed
several structural types including RC walls. Equation (5.7) conditions the yield curvature
of the wall on its length (Lw) and the yield strain of the flexural reinforcement (εy).

V
Vm

0.75Vm

Δy

V
Vm

Δy

V
Vm

0.60Vy

Δy

Vy

a) Paulay & Priestley (1992) b) ATC40 (1996) c) FEMA273 (1997)

Idealized responseObserved response
ΔΔΔ

Vy

Figure 5.7. Studied bilinearization methods for yield displacement estimation.
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φy = 2.0(εy/Lw) (5.7)

It should be noted that in the present study the yield displacement estimation techniques
were investigated. Therefore, the yield curvature was converted to the yield displacement
by assuming a uniform distribution of the curvature over 0.5Lw along the height of the
wall.

5.3.1.5. Kazaz et al. (2012)

In a recent study, Kazaz et al. (2012) proposed empirical relationships for deformation
limits of RC walls based on parametric numerical analysis. The parameters included the
shear-span-to-wall-length ratio, wall length, axial load ratio, normalized shear stress, the
amount of horizontal web reinforcement, and the amount of longitudinal reinforcement at
the confined boundary of the wall. Equation (5.8) expresses the yield drift ratio in terms
of the wall length (Lw) and the longitudinal boundary reinforcement ratio (ρb).

∆y = 0.125(e−0.116Lw)(ρ0.225
b )) (5.8)

5.3.2. Database: Numerical Part

Further investigation on the performance of the proposed model selection technique was
primarily limited to the wall samples generated randomly using the MVLEM in the nu-
merical part of the database. Obviously, this provided the possibility to perform relatively
large number of analysis on a random basis. Therefore, the results could be statistically
more reliable. As mentioned in Section 3.2, the required variable and constant parameters
for the numerical simulations were regulated according to those of the experimental coun-
terpart. The parameters defined in Table 3.1 were set to vary in the ranges from Table 3.2.
The constant parameters were selected based on the average values of the corresponding
parameters in the experimental part of the database as shown in Figure 5.8. The selected
values are presented in Table 5.3.

1000 samples were generated using the Latin hypercube sampling (McKay et al. (1979))
considering uniform distributions along the given ranges of the parameters. MVLEM of
each sample was built in OpenSees and nonlinear static analysis was performed (refer
to Section 3.2.1 for more information). The yield displacements were, then, calculated
following the five approaches described in Section 5.3.1 (i.e. m1: Paulay and Priestley
(1992), m2: FEMA273 (1997), m3: ATC40 (1996), m4: Priestley et al. (2007) and m5:
Kazaz et al. (2012)). The results are located on the corresponding force-deformation
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Figure 5.8. Mean and standard deviation of the normalized constant parameters in the
experimental part of the database.

curves in Figure 5.9. The design space is quite scattered with very small values from
ATC40 to physically reasonable values from Paulay and Priestley (1992). The arrange-
ment of the models was rather expected following the hint given in Section 5.2.1 referring
to Figure 5.5. A quick qualitative assessment of the methods suggests that, on one hand,
those with a bilinearization background performed generally well. An exception, here, is
the ATC40 which significantly underestimates the point of severe stiffness drop. On the
other hand, the methods based on the empirical formula tend to produce results within a
limited range for all the specimens regardless of their distinct behaviors. This issue could
root in the fact that such equations neglect parameters which might be of influence on the
yield displacement.

The influential parameters could be recognizable through the scatter plots. A selected
number of such plots are shown in Figure 5.10 for all the studied methods. As expected
the methods based on empirical equations only reacted to the parameters involved in their
corresponding formulation (see, for instance, the scatter plots for Priestley et al. (2007)
and Kazaz et al. (2012)). Figure 5.10 provides valuable information regarding the differ-
ences among the methods in terms of the output-input relations in the various dimensions

Table 5.3. Constant parameters for the numerical simulations.

Parameter Squat Transition

Wall length (L) 1750 1300
Wall thickness (tw) 100 105
Boundary vertical reinforcement diameter 12 12
Boundary horizontal reinforcement diameter 6 6
Web vertical reinforcement diameter 8 8
Web horizontal reinforcement diameter 6 8
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Figure 5.9. Estimated yield drifts for the MVLEM-generated specimens in the numerical
part of the database (base shear is normalized to its maximum value for each
wall).

of the parameter space. Though, the knowledge is purely qualitative and more importantly
subjective. The quantitative measurement of the influence that each parameter imposes
on the estimated yield displacement was done using the sensitivity analysis implementa-
tion from Chapter 4. The resulting first order sensitivity indices are shown in Figure 5.11.
Now, the methods appear to agree on the first order effects for the most part. It is of partic-
ular interest that the reinforcement properties are identically recognized as the dominant
parameters for all the studied methods since they govern the yielding process.

The question yet to be answered was whether the methods could be evaluated quantita-
tively. The ultimate goal here was to find the most representative method through which
the design space was reasonably covered. To achieve this goal, a systematic compari-
son of the methods was crucial. The proposed model selection technique was, therefore,
applied to the data. Figure 5.12 shows the final matrix of the probabilities of failure in
prediction calculated using Equation 5.4. The corresponding grades are presented in Ta-
ble 5.4. The grades were normalized to their corresponding maximum value as discussed
in Section 5.1.
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Figure 5.10. Scatter plots of the estimated yield drifts against: a) aspect ratio, b) bound-
ary vertical reinforcement ratio, c) reinforcement yield strength and d) axial
load ratio for the MVLEM-generated specimens in the numerical part of the
database.

Based on Figure 5.12 and Table 5.4, FEMA273 could be announced as the best repre-
sentative among all the methods thanks to its lowest probabilities of failure in prediction.
ATC40, in contrast, is caught as an outlier and therefore, has shown the worst perfor-
mance.

The proposed model selection technique presented promising results on the generated
simulations. It should be noted, however, that in many practical cases the available data
can be orders of magnitude less than what was worked on here. A very good example
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Figure 5.11. First order effects of the input parameters on the estimated yield drifts for
the MVLEM-generated specimens in the numerical part of the database.

is the data collected on the yield displacement of RC walls in the experimental part of
the database (see Section 3.1). In the final step, the proposed method was applied to the
aforementioned set of specimens to challenge its capability of dealing with limited data.

Figure 5.12. Estimated probabilities of failure in prediction for the studied methods based
on the data from the MVLEM-generated specimens in the numerical part of
the database (colors represent the corresponding values with white for 0.00
and black for 1.00).

Table 5.4. Normalized final grades for the studied methods based on the data from the
MVLEM-generated specimens in the numerical part of the database.

Paulay & Priestley FEMA273 ATC40 Priestley et al. Kazaz et al.
Squat 0.77 0.76 1.00 0.98 0.79
Transition 0.78 0.75 0.89 0.84 0.83
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5.3.3. Database: Experimental and Numerical Parts

In the final attempt to check the performance of the proposed model selection technique,
the core data included the response parameter of interest from all the specimens recorded
in the experimental part of the database. As mentioned earlier in Section 3.1, the speci-
mens were divided into two categories of squat and transition walls with 51 and 55 walls
in each category, respectively. The numerical part of the database was additionally in-
volved by recreating each specimen using the MVLEM and the FSIDB. Each specimen
was modeled and analyzed by means of the variable and constant parameters identical to
the counterpart parameters of the specific specimen. As a result, for every specimen in
the experimental part of the database three force-deformation curves coming from exper-
iment, MVLEM and FSIDB were available as shown in Figures A.1 and A.2 for the squat
and transition walls, respectively.

The methods described in Section 5.3.1 were used to estimate the yield displacement
for the collected specimens. Figures A.1 and A.2, in the same order, depict the results
for the individual squat and transition specimens. The collective results are shown in
Figures 5.13 and 5.14 for the squat and transition walls, respectively. The immediate
reflection is that the figures look quite similar to the Figure 5.9 from the previous section.
In the same manner as before, the major observations include the underestimation of the
yield displacement by ATC40, quite independent approximations from Priestley et al.
(2007) and Kazaz et al. (2012) and finally physically meaningful estimations by Paulay
and Priestley (1992) and FEMA273. Again, this is a qualitative assessment which can go
even a further step forward by bringing in the observed yield displacement as employed in
Section 4.3.3 and shown in Figure 4.21. The estimated yield displacements are compared
to the observed counterparts in Figure 5.15 for the transition walls. The figure practically
confirms the preliminary qualitative assessment as the Paulay and Priestley (1992) and
FEMA273 tend to scatter around the diagonal of the plots. In contrast, the results from
Priestley et al. (2007), Kazaz et al. (2012) and ATC40 diverge from the observation
which was also anticipated according to the basic evaluation.

Following the preliminary evaluation of the methods, the quantitative assessment was per-
formed using the proposed model selection technique. The assessment was conditioned
based on two individual inquiries. The first inquiry concerned the evaluation of m1, . . . ,m5

given the data resulting fromM1, . . . ,M3. The second inquiry, in contrast, cared for the
assessment of M1, . . . ,M3 given the data estimated by m1, . . . ,m5. In order to clarify
the conditioning, note that the data used in the assessment process was, in fact, a prod-
uct from a combination of Mi (i = 1, . . . , 3) and m j ( j = 1, . . . , 5). Take for instance,
the force-deformation curve computed through a pushover analysis on MVLEM and the
yield displacement approximated using the ATC40 bilinearizaion on that curve. The final
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Figure 5.13. Estimated yield drifts for the squat specimens in the experimental part of the
database: a) experiment b) MVLEM recreation c) FSIDB recreation (base
shear is normalized to its maximum value for each wall).

output product could be easily dependent on the combination of the employed models.
Therefore, the two inquiries were considered to capture any potential in this regard. Fig-
ure 5.16 presents the probabilities of failure in prediction computed following the first
inquiry. Table 5.5 contains the corresponding grades. Generally, the results support the
qualitative assessment performed earlier in this section. FEMA273 appears to be the best
representative in all cases with Priestley et al. (2007) being the runner-up. On the con-
trary, ATC40 has ended up with the largest grades confirming its position as the least
representative.

92



5.3. Engineering Problems

0.0 0.5 1.0 1.5 2.0
0

25

50

75

100

Top drift, [%]

N
or

m
al

iz
ed

 b
a

se
 s

he
ar

, [
%

]

0.0 0.5 1.0 1.5 2.0
0

25

50

75

100

N
or

m
al

iz
ed

 b
a

se
 s

he
ar

, [
%

]

0.0 0.5 1.0 1.5 2.0
0

25

50

75

100

N
or

m
al

iz
ed

 b
a

se
 s

he
ar

, [
%

]a)

b)

c)

FSIDB

MVLEM

Experiment

Paulay & Priestley

Priestley et al.

FEMA273

ATC40

Kazaz et al.

Figure 5.14. Estimated yield drifts for the transition specimens in the experimental part
of the database: a) experiment b) MVLEM recreation c) FSIDB recreation
(base shear is normalized to its maximum value for each wall).

The information gained from Figure 5.16 and Table 5.5 is not limited to the above- men-
tioned observations. A comparison between the results for the squat and transition walls,
for instance, reveals that grades earned in the latter category are on average larger. The
same observation applies to the grades from the FSIDB which are noticeably larger than
those from the experiment and MVLEM. Such larger average grades for the models in a
group imply that they have less in common. It can be concluded, for example, that FSIDB
brings more uncertainty to the yield displacement estimation using the studied methods.
This can be clearly seen in Figure 5.17 and Table 5.6 which were produced following
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Figure 5.15. Estimated vs observed yield drifts for the transition specimens in the experi-
mental part of the database: a) experiment b) MVLEM recreation c) FSIDB
recreation.

the second considered inquiry. Note that, here,M1, . . . ,M3 were assessed given the data
estimated using m1, . . . ,m5. As expected from the first inquiry assessment, FSIDB has
ended up with the largest grades. The experimental model, in contrast, has earned the
lowest grades and therefore the highest ranks. Note that no prejudgment was made on
the accuracy of the experiments to achieve the latter conclusion. It is interesting, in fact,
that the experimental data has appeared to be covering the design space and consequently
won the highest rank in the assessment process. The covering characteristic is a result
of the uncertainty in the experimental data in the reasonable range of the other models
in the design space. This uncertainty is normally ignored in classical one-on-one model
validation against experiment.

A second look at Figure 5.17 and Table 5.6 reveals that the grades calculated using the
data from Priestley et al. (2007) and Kazaz et al. (2012) are equal for all the involved
models. This is due to the fact that Priestley et al. (2007) and Kazaz et al. (2012)
are formula-based and compute the yield displacement purely on the account of the wall
properties and therefore regardless of its experimental or numerical behavior.

Table 5.5. Normalized final grades for m1, . . . ,m5 given the data fromM1, . . . ,M3.

Paulay & Priestley FEMA273 ATC40 Priestley et al. Kazaz et al.
Squat walls
Experiment 0.62 0.54 0.87 0.78 0.78
MVLEM 0.57 0.53 0.86 0.77 0.78
FSIDB 0.74 0.70 0.95 0.83 0.80
Transition walls
Experiment 0.74 0.58 0.87 0.80 0.76
MVLEM 0.68 0.60 0.84 0.75 0.81
FSIDB 0.83 0.75 1.00 0.88 0.82
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Figure 5.16. Estimated probabilities of failure in prediction for m1, . . . ,m5 given the data
from a) specimens in the experimental part of the database and their recre-
ation with b) MVLEM and c) FSIDB (colors represent the corresponding
values with white for 0.00 and black for 1.00).
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Figure 5.17. Estimated probabilities of failure in prediction for M1, . . . ,M3 given the
data from a) Paulay & Priestley, b) FEMA273 and c) Kazaz et al. (colors
represent the corresponding values with white for 0.00 and black for 1.00).

Table 5.6. Normalized final grades forM1, . . . ,M3 given the data from m1, . . . ,m5.

Paulay & Priestley FEMA273 ATC40 Priestley et al. Kazaz et al.
Squat walls
Experiment 0.35 0.30 0.47 0.34 0.29
MVLEM 0.36 0.33 0.51 0.34 0.29
FSIDB 0.38 0.34 0.52 0.34 0.29
Transition walls
Experiment 0.38 0.32 0.46 0.30 0.40
MVLEM 0.48 0.34 0.45 0.30 0.40
FSIDB 0.49 0.35 0.53 0.30 0.40

5.4. Discussion of the Results

The previous sections were dedicated to the introduction and justification of the proposed
model selection technique. The methodology was comprehensively described and applied
to a series of selected problems with an exclusive concentration on the data stored in the
database as defined in Chapter 3. A benchmark study was performed using straightfor-
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ward mathematical functions in order to learn more about the strengths and weaknesses
of the proposed method. The major concern was to assure that the model selection tech-
nique did not constantly rank the most scattered models as the best representative models.
This was checked through a study on the all possible arrangements of four simple math-
ematical models with different scatter and distance properties. The results showed that
although the method tends to prefer the scattered models it does not automatically select
them as the best representatives. In fact, cases were found in which the most scattered
models were ranked as the worst models. In addition, the study revealed that the method
is able to recognize the outliers. The promising results from the benchmark study justified
the further application of the method to the engineering problems.

As mentioned above, the method was further challenged by application to the data coming
from the database. The investigation was divided into two individual parts, one involving
only the numerical part of the database with generated simulations and the other dealing
mainly with the experimental part of the database and its numerical recreation. In the
first study, the data to work on random walls were generated by means of the MVLEM
and their corresponding yield displacements were computed using five different methods.
The advantage of using generated simulations was the statistical reliability offered on the
account of having practically unlimited number of samples. the proposed model selection
technique was applied to the yield displacement approximations resulted from the selected
methods. The ranking agreed well with the qualitative assessment of the models. The
outlier model was detected and the models producing more or less constant results for
distinct walls were ranked at lower positions.

As the first attempt with the method on engineering problems was successful, the applica-
tion was further extended to the experimental part of the database. This time the data was
significantly less compared to the generated simulations. The sample walls, here, included
the experimental specimens and their recreations using the MVLEM and the FSIDB. As
the previous problem, the five selected methods were used on the samples to calculate
the yield displacement. The final data provided the ground to apply the proposed model
selection technique. Again, the resulting assessment matched the qualitative evaluation.
The trade-off model was ranked the highest which agreed well with the recorded observed
yield displacements. Other interesting outcomes of the latter study included the highest
rank of the experiment among the studied models and the additional uncertainty intro-
duced by FSIDB to the yield displacement estimation problem. To sum, the proposed
method generally performed well and provided valuable information about the studied
group of models.
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The final chapter of the thesis is dedicated to the summary of the study’s achievements.
Additionally, a quick review of the tackled problems is provided for the sake of conve-
nience. The core challenge of the presented study, as indicated in Section 1.2, was to
assess models without necessarily relying on predefined benchmarks as the majority of
the existing assessment techniques commonly do. This required that no prejudgments
were made on the performance of the models to be assessed, particularly for the experi-
mental data and/or the most complex model out of the group of models to be evaluated.
As a result, I proposed a model selection technique which ranks the models based on
their ability to represent the studied group of models. The assessment was performed
through a systematic comparison of the models considering their uncertainty and sensi-
tivity properties. For the specific purpose of the study, this was mainly done by means of
the conceptual implementation of the variance-based sensitivity analysis. The conceptual
implementation was separately investigated since it formed the ground for the proposed
model selection technique. Here, the major accomplishments and conclusions of the cor-
responding studies are underlined.

The fundamental investigation targeted the variance-based sensitivity analysis. The pro-
posed conceptual implementation was compared to Saltelli’s implementation and EFAST
in a variety of analytical and numerical problems with the intention to check its accuracy
and efficiency. The results can be summarized as follows:

• The major success was gained in problems with large multidimensional parameter
spaces where the other two implementations failed practically.

• The efficiency was established on the basis of the low number of samples required
to come to reasonable results.

• The accuracy appeared to be a side effect of the reliable estimation of the mean
value as opposed to the tricky approximation of the variance in the other two im-
plementations.

To sum, the applied conceptual implementation is proved to be an efficient as well as
accurate tool to ease the calculation of the first order sensitivity measures. Reasonably
accurate results can be achieved by performing significantly less number of simulations
i.e. making less function calls as addressed in the literature. The aforementioned features
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6. Conclusions

make the implementation an attractive solution to problems dealing with the sensitiv-
ity analysis of complex models in which the demanded computational effort is a major
concern. Not to mention that in contrast to Saltelli’s implementation and EFAST, the
conceptual implementation is applicable to the cases where on-demand evaluations of the
models are not possible as in the case of experimental data. Cheap and straightforward
sensitivity analysis in terms of the computational effort allows for further prioritization
and reduction of uncertainties by design of experiment and model updating and selection.
Possible modifications to adapt the implementation to the calculation of the total order
effects could be the subject of future studies.

Next, the proposed model selection technique was founded on the basis of the success-
fully examined conceptual implementation. The methodology used in the variance-based
sensitivity analysis was employed to involve the uncertainty and sensitivity properties
of the models in the comparison and the assessment process. The proposed model se-
lection technique was principally meant to handle the experimental and numerical data
collected in the experience-based database on RC structural walls. The organized data
in the database provided a firm ground for statistical studies specially on the experimen-
tal records. Moreover, the various approaches available for the estimation of the yield
displacement for RC walls could very well justify the need for a quantitative evaluation.

In addition to the engineering problems mentioned above, a collection of mathemati-
cal problems were used to challenge the method in different conditions in terms of the
properties and the arrangement of the models to be evaluated. The achievements can be
summarized as follows:

• Although the method favored the more scattered models, it did not constantly rank
the most scattered one the highest according to the mathematical benchmark study.

• The method detected the outliers which did not follow the general trend in the group
of models.

• Its application to real engineering data of numerical and experimental natures led
to quantitative assessment that matched very well with the qualitative evaluation.

A primary advantage of the proposed model selection technique is that it provides infor-
mation on how any pair of two models in the group of models to be studied compare.
This implies that regardless of the ranking that follows the matrix of the probabilities of
failure in prediction, the information can be used to learn about the model in the context
of the group of models. Take for instance, the case in which we have made the common
assumption that the experimental data is the benchmark for validation. In such a case,
application of the proposed model selection technique to the group of models including
the experiment covers the validation process by default. Here, we are obviously more
interested to see how the models have performed in predicting the experimental model.
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In other words, only the column of the matrix of the probabilities of failure in prediction
corresponding to the experiment is of importance to us. It is well clear that although pre-
judgments do not affect the results of the proposed model selection technique they can
indeed influence the way the results are interpreted.

The major drawback of the technique as mentioned above might be its tendency towards
the more scattered models in the design space. Such models are particularly disappointing
when it comes to predicting the response of the desired phenomenon out of the boundaries
of the available knowledge (e.g. in new ranges of the input parameters). In contrast
to the less uncertain models, more scattered models fail at predicting precise outputs
for such unknown situations. Yet, it cannot be claimed that the less uncertain models
necessarily predict the best results. On the contrary, in a group of several very different
but certain models defining a phenomenon, the choice of any model as the best model
results in unreliable predictions of the phenomenon unless the chosen model represents
the average of the group. The wrong choice of the best model in such cases can be very
nonconservative. To tackle this issue, the proposed model selection technique attempts
to find a representative model depending on the arrangement of the models in the design
space and their uncertainty and sensitivity properties. Accordingly, the choice of the
wrong model as the best model would not affect the predictions dramatically since the
selected model could best predict and be predicted by all the other models in the design
space.

Finally, it is worth to mention again that the proposed model selection technique does
not (and is not able to) seek the best abstraction of a real phenomenon but rather the
best representative of a group of models. The choice strongly depends on the uncertainty
properties and arrangement of the models. The method systematically compares every
pair of two models in the group and offers a trade-off through which the design space
is reasonably covered. The resulting matrix of probabilities of failure in prediction is a
unique collection of quantitative information on how each model compares to the other
members of the studied group of models. Moreover, the proposed method does not rely
on any specific choice of benchmark data. Therefore, its application is not limited to the
problems where experimental data is particularly available.
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A. Database: Experimental Part

Table A.1 provides information regarding the type, sectional geometry, loading condition
and failure mode of the 162 specimens before filtration of the database. The studied spec-
imens in the final filtered database are marked. Details regarding the input parameters and
the output parameter of interest for the studied specimens are presented in Sections A.1
and A.2 for squat and transition walls, respectively.

Table A.1. Database sources and specimens.

Source Specimen Ty
pe

Se
ct

io
n

L
oa

di
ng
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ilu

re

Q
ua

lit
y

St
ud

ie
d

Dazio et al. (2009) WSH1 2 B C N/I 5 ×

WSH2 2 B C N/I X

WSH3 2 B C N/I X

WSH4 2 B C N/I X

WSH5 2 B C N/I X

WSH6 2 B C N/I X

Thomsen andWallace (1995) RW1 2 B C S/F 5 X

RW2 2 B C S/F X

Oesterle et al. (1976) R1 2 R C S 3 ×

R2 2 R C S ×

B1 2 B C S X

B2 2 B C S X

B3 2 B C S X

B4 2 B M S X

B5 2 B C F X

B6 2 B C S X

B7 2 B C F X

Wall type: 1 = Squat, 2 = Transition and 3 = Slender.

Section: R = Rectangular and B = Barbell.

Loading: M = Monotonic, C = Cyclic and D = Dynamic.

Failure: S = Shear, F = Flexure, S/F = Shear/Flexure and N/I = No information.

Quality: 1 = Lowest quality to 5 = Highest quality.
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A. Database: Experimental Part

Table A.1. Database sources and specimens (continued).

Source Specimen Ty
pe

Se
ct

io
n

L
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re
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ie
d

B8 2 B C F X

B9 2 B C F X

B10 2 B C F X

Escolano-Margarit et al. (2012) W-MC-C 2 B C N/I 5 X

W-MC-N 2 R C N/I ×

Tran andWallace (2012a) RW-A20-P10-S38 2 B C N/I 5 X

RW-A20-P10-S63 2 B C N/I X

RW-A15-P10-S51 1 B C N/I X

RW-A15-P10-S78 1 B C N/I X

RW-A15-P2.5-S64 1 B C N/I X

Sittipunt andWood (2000) W1 1 B C S 5 X

W2 1 B C S X

W3 1 B C S X

W4 1 B C S X

Lestuzzi and Bachmann (2007) WDH1-SOFT 2 R D N/I 4 ×

WDH2-SOFT 2 R D N/I ×

WDH3-SOFT 2 R D N/I X

WDH4-SOFT 2 R D N/I X

WDH5-SOFT 2 R D N/I X

WDH6-SOFT 2 R D N/I X

Salonikios et al. (1999) MSW1 1 R C S/F 5 X

MSW2 1 R C S/F X

MSW3 1 R C S/F X

MSW4 1 R C S/F X

MSW5 1 R C S/F X

MSW6 1 R C S/F X

LSW1 1 R C S/F X

LSW2 1 R C S/F X

LSW3 1 R C S/F X

Wall type: 1 = Squat, 2 = Transition and 3 = Slender.

Section: R = Rectangular and B = Barbell.

Loading: M = Monotonic, C = Cyclic and D = Dynamic.

Failure: S = Shear, F = Flexure, S/F = Shear/Flexure and N/I = No information.

Quality: 1 = Lowest quality to 5 = Highest quality.
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Table A.1. Database sources and specimens (continued).

Source Specimen Ty
pe
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LSW4 1 R C S/F X

LSW5 1 R C S/F X

Massone et al. (2009) WS-T1-S1 1 R C S 3 ×

WP-T5-N10-S2 1 R C S X

Cardenas et al. (1980) SW-7 1 R M F 5 X

SW-8 1 R M F ×

SW-9 1 R M F ×

SW-10 1 R M N/I ×

SW-11 1 R M N/I ×

SW-12 1 R M N/I ×

Barda et al. (1977) B1-1 1 B M S 5 X

B2-1 1 B M S X

B3-2 1 B C S X

B4-3 1 B C S ×

B5-4 1 B C S ×

B6-4 1 B C S X

B7-5 1 B C S X

B8-5 1 B C S X

Hidalgo et al. (2002) 1 2 R C S 4 ×

2 2 R C S ×

4 2 R C S ×

6 1 R C S ×

7 1 R C S ×

8 1 R C S ×

9 1 R C S ×

10 1 R C S ×

11 1 R C S ×

12 1 R C S ×

13 1 R C S ×

Wall type: 1 = Squat, 2 = Transition and 3 = Slender.

Section: R = Rectangular and B = Barbell.

Loading: M = Monotonic, C = Cyclic and D = Dynamic.

Failure: S = Shear, F = Flexure, S/F = Shear/Flexure and N/I = No information.

Quality: 1 = Lowest quality to 5 = Highest quality.
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A. Database: Experimental Part

Table A.1. Database sources and specimens (continued).

Source Specimen Ty
pe
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14 1 R C S ×

15 1 R C S ×

16 1 R C S ×

Lefas et al. (1990) SW30 2 R M F 5 X

SW31 2 R C F X

SW31R 2 R C F X

SW32 2 R C F X

SW32R 2 R C F X

SW33 2 R C F X

SW33R 2 R C F X

Zhang andWang (2000) SW7 2 R C F 5 X

SW8 2 R C F X

SW9 2 R C F X

SRCW12 2 R C F X

Mansur et al. (1991) W2 1 B C S 5 X

W3 1 B C S X

W4 1 B C S X

Ghorbani-Renani et al. (2009) A1M(prototype) 2 R M F 5 X

A2C(prototype) 2 R C S/F X

B1M(model) 2 R M F X

B2C(model) 2 R C S/F X

Lopes (2001) SW13 1 R C F 4 X

SW16 1 R C S ×

SW17 1 R C S ×

Mickleborough et al. (1999) SH-L 2 R M S/F 5 ×

SH-H 2 R M S/F ×

SM-L 1 R M S/F ×

SM-H 1 R M S/F ×

SL-L 1 R M S/F ×

Wall type: 1 = Squat, 2 = Transition and 3 = Slender.

Section: R = Rectangular and B = Barbell.

Loading: M = Monotonic, C = Cyclic and D = Dynamic.

Failure: S = Shear, F = Flexure, S/F = Shear/Flexure and N/I = No information.

Quality: 1 = Lowest quality to 5 = Highest quality.
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Table A.1. Database sources and specimens (continued).

Source Specimen Ty
pe
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SL-H 1 R M S/F ×

Layssi andMitchell (2012) W1 2 R C S 4 X

W2 2 R C S X

Tasnimi (2000) SHW1 2 R C F 5 X

SHW2 2 R C F X

SHW3 2 R C F X

SHW4 2 R C F X

Palermo (2002) DP1 1 B C S/F 5 X

DP2 1 B C S/F X

Wiradinata (1985) Wall1 1 R C S 5 X

Wall2 1 R C S X

Tupper (1999) W3 3 B C F 5 ×

Rothe and Knig (1988) T01 1 B D F 2.5 X

T06 1 B C F X

T07 1 B C F X

Shiga et al. (1973) WB-1 1 B C S 3 ×

WB-2 1 B C S ×

WB-3 1 B C S ×

WB-4 1 B M S ×

WB-6 1 B C S ×

WB-7 1 B C S ×

WB-8 1 B C S ×

Yanez et al. (1991) S1 1 R C F 5 ×

Kabeyasawa et al. (1983) NW-1 2 B C F 5 X

NW-2 2 B C S X

NW-3 2 B C S X

NW-4 2 B C S X

NW-5 2 B C S X

NW-6 2 B C S X

Wall type: 1 = Squat, 2 = Transition and 3 = Slender.

Section: R = Rectangular and B = Barbell.

Loading: M = Monotonic, C = Cyclic and D = Dynamic.

Failure: S = Shear, F = Flexure, S/F = Shear/Flexure and N/I = No information.

Quality: 1 = Lowest quality to 5 = Highest quality.
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A. Database: Experimental Part

Table A.1. Database sources and specimens (continued).

Source Specimen Ty
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Endo et al. (1980) W7102 1 B C S/F 4.5 X

W7401 1 B M S/F X

W7402 1 B C S/F X

W7403 1 B M S/F X

W7404 1 B C S/F X

W7502 1 B M S/F X

W7503 1 B C S/F X

W7506 1 B C S/F X

W7605 1 B C S/F X

W7606 1 B C S/F X

Ibrahim (2000) prototype 3 B C S/F 5 ×

Shimazaki (2008) WP1 2 R C S 4.5 X

Lowes et al. (2011) PW1 1 R C F 5 X

PW2 1 R C F X

PW3 1 R C F X

PW4 1 R C F X

Hiraishi et al. (1983) W1 2 B C S 4 X

W2 2 B C S X

Lombard (1999) 1 1 R C F 5 ×

Shiu et al. (1981) CI-1 2 R C S 5 X

Athanasopoulou (2010) S1 1 R C S/F 5 ×

S2 1 R C S/F ×

S4 1 R C S/F ×

S5 1 R C S/F ×

S6 1 R C S/F ×

S7 1 R C S/F ×

S8 1 R C S/F ×

S9 1 R C S/F ×

S10 1 R C S/F ×

Wall type: 1 = Squat, 2 = Transition and 3 = Slender.

Section: R = Rectangular and B = Barbell.

Loading: M = Monotonic, C = Cyclic and D = Dynamic.

Failure: S = Shear, F = Flexure, S/F = Shear/Flexure and N/I = No information.

Quality: 1 = Lowest quality to 5 = Highest quality.
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A.1. Squat Walls

A.1. Squat Walls

Table A.2. Database parameters for squat walls: geometry and material.

Source Specimen H
L

Ab
A

Lb
L f ′c fy

Tran andWallace (2012a) RW-A15-P10-S51 1.50 0.15 0.25 48.0 515.0
RW-A15-P10-S78 1.50 0.15 0.25 56.0 440.0
RW-A15-P2.5-S64 1.50 0.15 0.25 56.0 440.0

Sittipunt andWood (2000) W1 1.43 0.55 0.33 36.6 450.0
W2 1.43 0.55 0.33 35.8 450.0
W3 1.43 0.55 0.33 37.8 450.0
W4 1.43 0.55 0.33 36.3 450.0

Salonikios et al. (1999) MSW1 1.50 0.40 0.40 26.1 610.0
MSW2 1.50 0.40 0.40 26.2 610.0
MSW3 1.50 0.40 0.40 24.1 610.0
MSW4 1.50 0.40 0.40 24.6 610.0
MSW5 1.50 0.40 0.40 22.0 610.0
MSW6 1.50 0.40 0.40 27.5 610.0
LSW1 1.00 0.40 0.40 22.2 610.0
LSW2 1.00 0.40 0.40 21.6 610.0
LSW3 1.00 0.40 0.40 23.9 610.0
LSW4 1.00 0.40 0.40 23.2 610.0
LSW5 1.00 0.40 0.40 24.9 610.0

Massone et al. (2009) WP-T5-N10-S2 0.89 0.09 0.09 31.4 424.0

Cardenas et al. (1980) SW-7 1.00 0.20 0.20 43.0 593.7

Barda et al. (1977) B1-1 0.50 0.41 0.11 29.0 489.5
B2-1 0.50 0.41 0.11 16.3 496.4
B3-2 0.50 0.41 0.11 27.0 510.2
B6-4 0.50 0.41 0.11 21.2 496.4
B7-5 0.25 0.41 0.11 25.7 496.4
B8-5 1.00 0.41 0.11 23.4 489.5

Mansur et al. (1991) W2 0.67 0.45 0.10 31.4 429.0
W3 0.67 0.45 0.10 31.3 429.0
W4 0.67 0.45 0.10 37.4 359.0

Lopes (2001) SW13 1.10 0.35 0.35 44.0 414.0

Palermo (2002) DP1 0.70 0.73 0.06 21.7 605.0
DP2 0.70 0.73 0.07 18.8 605.0

Wiradinata (1985) Wall1 0.50 0.29 0.29 25.0 425.0
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A. Database: Experimental Part

Table A.2. Database parameters for squat walls: geometry and material (continued).

Source Specimen H
L

Ab
A

Lb
L f ′c fy

Wall2 0.25 0.29 0.29 22.0 425.0

Rothe and Knig (1988) T01 1.50 0.38 0.40 24.3 419.6
T06 1.50 0.55 0.40 33.7 419.6
T07 1.50 0.55 0.40 30.9 419.6

Endo et al. (1980) W7102 0.88 0.47 0.22 24.6 447.3
W7401 0.88 0.47 0.22 20.2 414.0
W7402 0.88 0.47 0.22 22.9 414.0
W7403 0.88 0.47 0.22 28.4 414.0
W7404 0.88 0.47 0.22 23.9 414.0
W7502 0.88 0.47 0.22 22.9 366.9
W7503 0.88 0.47 0.22 21.8 366.9
W7506 0.88 0.47 0.22 27.7 366.9
W7605 1.30 0.47 0.22 27.1 422.8
W7606 0.88 0.47 0.22 26.1 422.8

Lowes et al. (2011) PW1 1.20 0.34 0.34 36.1 517.1
PW2 1.20 0.34 0.34 40.3 517.1
PW3 1.20 0.39 0.39 34.3 517.1
PW4 1.20 0.34 0.34 29.5 517.1
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A.1. Squat Walls

Table A.3. Database parameters for squat walls: reinforcement and loading.

Source Specimen ρvw ρhw ρvb ρhb
P

f ′c A

Tran and Wallace
(2012a)

RW-A15-P10-S51 0.0029 0.0033 0.0459 0.0086 0.10

RW-A15-P10-S78 0.0062 0.0075 0.0860 0.0086 0.10
RW-A15-P2.5-S64 0.0051 0.0062 0.0860 0.0086 0.03

Sittipunt and Wood
(2000)

W1 0.0039 0.0052 0.0229 0.0044 0.00

W2 0.0052 0.0079 0.0229 0.0054 0.00
W3 0.0105 0.0052 0.0229 0.0044 0.00
W4 0.0157 0.0079 0.0229 0.0054 0.00

Salonikios et al.
(1999)

MSW1 0.0057 0.0057 0.0170 0.0110 0.07

MSW2 0.0028 0.0028 0.0130 0.0110 0.07
MSW3 0.0028 0.0028 0.0130 0.0110 0.07
MSW4 0.0028 0.0069 0.0130 0.0170 0.07
MSW5 0.0028 0.0069 0.0130 0.0170 0.07
MSW6 0.0057 0.0057 0.0170 0.0170 0.07
LSW1 0.0057 0.0057 0.0170 0.0170 0.07
LSW2 0.0028 0.0028 0.0130 0.0170 0.07
LSW3 0.0028 0.0028 0.0130 0.0170 0.07
LSW4 0.0028 0.0069 0.0130 0.0170 0.07
LSW5 0.0028 0.0069 0.0130 0.0170 0.07

Massone et al.
(2009)

WP-T5-N10-S2 0.0028 0.0023 0.0133 0.0023 0.10

Cardenas et al.
(1980)

SW-7 0.0085 0.0027 0.0830 0.0027 0.08

Barda et al. (1977) B1-1 0.0050 0.0050 0.0180 0.0110 0.25
B2-1 0.0050 0.0050 0.0640 0.0110 0.45
B3-2 0.0050 0.0050 0.0410 0.0110 0.27
B6-4 0.0025 0.0050 0.0410 0.0110 0.34
B7-5 0.0050 0.0050 0.0410 0.0110 0.28
B8-5 0.0050 0.0050 0.0410 0.0110 0.31

Mansur et al.
(1991)

W2 0.0055 0.0110 0.0330 0.0150 0.00

W3 0.0055 0.0110 0.0330 0.0150 0.00
W4 0.0062 0.0248 0.0330 0.0150 0.00
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A. Database: Experimental Part

Table A.3. Database parameters for squat walls: reinforcement and loading (continued).

Source Specimen ρvw ρhw ρvb ρhb
P

f ′c A

Lopes (2001) SW13 0.0039 0.0093 0.0593 0.0279 0.00

Palermo (2002) DP1 0.0079 0.0074 0.0270 0.0058 0.07
DP2 0.0079 0.0074 0.0270 0.0058 0.02

Wiradinata (1985) Wall1 0.0018 0.0021 0.0138 0.0100 0.00
Wall2 0.0018 0.0021 0.0138 0.0100 0.00

Rothe and Knig
(1988)

T01 0.0141 0.0047 0.0071 0.0047 0.00

T06 0.0200 0.0094 0.0100 0.0038 0.00
T07 0.0113 0.0094 0.0057 0.0038 0.01

Endo et al. (1980) W7102 0.0024 0.0024 0.0085 0.0031 0.00
W7401 0.0024 0.0024 0.0085 0.0031 0.00
W7402 0.0024 0.0024 0.0085 0.0031 0.00
W7403 0.0024 0.0024 0.0085 0.0031 0.00
W7404 0.0024 0.0024 0.0085 0.0031 0.00
W7502 0.0024 0.0024 0.0170 0.0031 0.00
W7503 0.0024 0.0024 0.0170 0.0031 0.00
W7506 0.0024 0.0024 0.0170 0.0031 0.00
W7605 0.0028 0.0028 0.0250 0.0032 0.00
W7606 0.0028 0.0028 0.0250 0.0032 0.00

Lowes et al. (2011) PW1 0.0030 0.0030 0.0341 0.0111 0.10
PW2 0.0030 0.0030 0.0341 0.0111 0.13
PW3 0.0163 0.0030 0.0200 0.0122 0.10
PW4 0.0030 0.0030 0.0341 0.0111 0.12
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A.1. Squat Walls
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Figure A.1. Database force-deformation plots and the estimated yield drifts for the squat
walls.
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A. Database: Experimental Part
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Figure A.1. Database force-deformation plots and the estimated yield drifts for the squat
walls (continued).
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A.1. Squat Walls
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Figure A.1. Database force-deformation plots and the estimated yield drifts for the squat
walls (continued).
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A. Database: Experimental Part
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Figure A.1. Database force-deformation plots and the estimated yield drifts for the squat
walls (continued).
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A.1. Squat Walls
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Figure A.1. Database force-deformation plots and the estimated yield drifts for the squat
walls (continued).
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A. Database: Experimental Part
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Figure A.1. Database force-deformation plots and the estimated yield drifts for the squat
walls (continued).
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A.1. Squat Walls
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Figure A.1. Database force-deformation plots and the estimated yield drifts for the squat
walls (continued).
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A. Database: Experimental Part

A.2. Transition Walls

Table A.4. Database parameters for transition walls: geometry and material.

Source Specimen H
L

Ab
A

Lb
L f ′c fy

Dazio et al. (2009) WSH2 2.28 0.10 0.15 40.5 484.9
WSH3 2.28 0.13 0.20 39.2 489.0
WSH4 2.28 0.23 0.23 40.9 518.9
WSH5 2.28 0.13 0.20 38.3 518.9
WSH6 2.26 0.22 0.33 45.6 518.9

Thomsen andWallace (1995) RW1 3.00 0.16 0.25 31.6 448.0
RW2 3.00 0.16 0.25 34.0 448.0

Oesterle et al. (1976) B1 2.39 0.59 0.32 52.9 520.6
B2 2.39 0.59 0.32 53.6 532.3
B3 2.39 0.59 0.32 47.3 478.5
B4 2.39 0.59 0.32 45.0 504.7
B5 2.39 0.59 0.32 45.3 502.0
B6 2.39 0.59 0.32 21.8 511.6
B7 2.39 0.59 0.32 49.3 489.5
B8 2.39 0.59 0.32 41.9 482.0
B9 2.39 0.59 0.32 44.1 461.3
B10 2.39 0.59 0.32 45.6 475.1

Escolano-Margarit et al.
(2012)

W-MC-C 2.40 0.08 0.15 30.7 482.7

Tran andWallace (2012a) RW-A20-P10-S38 2.00 0.15 0.25 48.0 515.0
RW-A20-P10-S63 2.00 0.15 0.25 48.0 440.0

Lestuzzi and Bachmann
(2007)

WDH3-SOFT 2.83 0.22 0.22 36.5 474.2

WDH4-SOFT 2.83 0.22 0.22 36.3 481.4
WDH5-SOFT 2.83 0.22 0.22 36.5 553.9
WDH6-SOFT 2.83 0.22 0.22 42.6 567.5

Lefas et al. (1990) SW30 2.00 0.43 0.43 30.1 520.0
SW31 2.00 0.43 0.43 35.2 520.0
SW31R 2.00 0.43 0.43 34.9 520.0
SW32 2.00 0.43 0.43 53.6 520.0
SW32R 2.00 0.43 0.43 38.2 520.0
SW33 2.00 0.43 0.43 49.2 520.0
SW33R 2.00 0.43 0.43 38.1 520.0

Zhang andWang (2000) SW7 2.50 0.29 0.29 29.7 305.0
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A.2. Transition Walls

Table A.4. Database parameters for transition walls: geometry and material (continued).

Source Specimen H
L

Ab
A

Lb
L f ′c fy

SW8 2.50 0.29 0.29 32.0 305.0
SW9 2.50 0.29 0.29 35.4 305.0
SRCW12 2.50 0.29 0.29 28.1 305.0

Ghorbani-Renani et al.
(2009)

A1M(prototype) 2.07 0.23 0.23 28.3 400.0

A2C(prototype) 2.07 0.23 0.23 28.3 400.0
B1M(model) 2.08 0.22 0.22 28.3 400.0
B2C(model) 2.08 0.22 0.22 28.3 400.0

Layssi andMitchell (2012) W1 2.83 0.08 0.08 31.2 470.0
W2 2.83 0.14 0.14 30.4 470.0

Tasnimi (2000) SHW1 3.00 0.40 0.40 21.6 216.0
SHW2 3.00 0.40 0.40 21.6 216.0
SHW3 3.00 0.40 0.40 22.5 216.0
SHW4 3.00 0.40 0.40 23.5 216.0

Kabeyasawa et al. (1983) NW-1 1.80 0.43 0.24 87.6 753.0
NW-2 1.80 0.43 0.24 93.6 753.0
NW-3 1.80 0.43 0.24 55.5 753.0
NW-4 1.80 0.43 0.24 54.6 753.0
NW-5 1.80 0.43 0.24 60.3 753.0
NW-6 1.80 0.43 0.24 65.2 753.0

Shimazaki (2008) WP1 2.00 0.35 0.35 44.0 387.0

Hiraishi et al. (1983) W1 1.75 0.36 0.18 26.5 377.0
W2 1.75 0.36 0.18 26.5 377.0

Shiu et al. (1981) CI-1 2.90 0.30 0.30 23.3 472.9
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A. Database: Experimental Part

Table A.5. Database parameters for transition walls: reinforcement and loading.

Source Specimen H
L

Ab
A

Lb
L f ′c fy

Dazio et al. (2009) WSH2 0.0027 0.0025 0.0209 0.0075 0.06
WSH3 0.0046 0.0025 0.0226 0.0075 0.06
WSH4 0.0048 0.0025 0.0197 0.0025 0.06
WSH5 0.0024 0.0025 0.0101 0.0099 0.13
WSH6 0.0045 0.0025 0.0160 0.0137 0.11

Thomsen and Wal-
lace (1995)

RW1 0.0029 0.0033 0.0365 0.0137 0.10

RW2 0.0029 0.0033 0.0365 0.0091 0.10

Oesterle et al.
(1976)

B1 0.0026 0.0027 0.0111 0.0055 0.00

B2 0.0026 0.0055 0.0367 0.0111 0.00
B3 0.0026 0.0027 0.0111 0.0273 0.00
B4 0.0026 0.0027 0.0111 0.0273 0.00
B5 0.0026 0.0055 0.0367 0.0382 0.00
B6 0.0026 0.0055 0.0367 0.0278 0.13
B7 0.0026 0.0055 0.0367 0.0382 0.08
B8 0.0026 0.0137 0.0367 0.0464 0.09
B9 0.0026 0.0055 0.0367 0.0382 0.09
B10 0.0026 0.0055 0.0197 0.0382 0.08

Escolano-Margarit
et al. (2012)

W-MC-C 0.0029 0.0055 0.0877 0.0098 0.09

Tran and Wallace
(2012a)

RW-A20-P10-S38 0.0025 0.0027 0.0459 0.0086 0.10

RW-A20-P10-S63 0.0051 0.0062 0.1010 0.0086 0.10

Lestuzzi and Bach-
mann (2007)

WDH3-SOFT 0.0036 0.0035 0.0085 0.0069 0.03

WDH4-SOFT 0.0036 0.0035 0.0085 0.0069 0.03
WDH5-SOFT 0.0049 0.0028 0.0100 0.0028 0.03
WDH6-SOFT 0.0049 0.0028 0.0100 0.0028 0.03

Lefas et al. (1990) SW30 0.0150 0.0035 0.0330 0.0066 0.00
SW31 0.0150 0.0035 0.0330 0.0066 0.00
SW31R 0.0150 0.0035 0.0330 0.0066 0.00
SW32 0.0150 0.0035 0.0330 0.0066 0.00
SW32R 0.0150 0.0035 0.0330 0.0066 0.00
SW33 0.0150 0.0035 0.0330 0.0066 0.00
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A.2. Transition Walls

Table A.5. Database parameters for transition walls: reinf. and loading (continued).

Source Specimen H
L

Ab
A

Lb
L f ′c fy

SW33R 0.0150 0.0035 0.0330 0.0066 0.00

Zhang and Wang
(2000)

SW7 0.0060 0.0100 0.0615 0.0210 0.24

SW8 0.0060 0.0100 0.0450 0.0210 0.35
SW9 0.0060 0.0170 0.1256 0.0250 0.24
SRCW12 0.0060 0.0170 0.0270 0.0250 0.35

Ghorbani-Renani
et al. (2009)

A1M(prototype) 0.0060 0.0066 0.0265 0.0100 0.00

A2C(prototype) 0.0060 0.0066 0.0265 0.0100 0.00
B1M(model) 0.0059 0.0066 0.0570 0.0100 0.00
B2C(model) 0.0059 0.0066 0.0570 0.0100 0.00

Layssi and Mitchell
(2012)

W1 0.0018 0.0053 0.0870 0.0053 0.00

W2 0.0019 0.0053 0.0941 0.0053 0.00

Tasnimi (2000) SHW1 0.0021 0.0028 0.0226 0.0028 0.00
SHW2 0.0021 0.0028 0.0226 0.0028 0.00
SHW3 0.0021 0.0028 0.0226 0.0028 0.00
SHW4 0.0021 0.0028 0.0226 0.0028 0.00

Kabeyasawa et al.
(1983)

NW-1 0.0047 0.0047 0.0236 0.0283 0.14

NW-2 0.0047 0.0047 0.0236 0.0283 0.13
NW-3 0.0024 0.0024 0.0236 0.0196 0.17
NW-4 0.0024 0.0024 0.0314 0.0196 0.20
NW-5 0.0047 0.0047 0.0314 0.0196 0.16
NW-6 0.0047 0.0047 0.0398 0.0196 0.17

Shimazaki (2008) WP1 0.0266 0.0187 0.0415 0.0254 0.08

Hiraishi et al.
(1983)

W1 0.0031 0.0031 0.0135 0.0038 0.05

W2 0.0048 0.0047 0.0340 0.0057 0.05

Shiu et al. (1981) CI-1 0.0024 0.0054 0.0520 0.0095 0.00
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Figure A.2. Database force-deformation plots and the estimated yield drifts for the tran-
sition walls.
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Figure A.2. Database force-deformation plots and the estimated yield drifts for the tran-
sition walls (continued).
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Figure A.2. Database force-deformation plots and the estimated yield drifts for the tran-
sition walls (continued).
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Figure A.2. Database force-deformation plots and the estimated yield drifts for the tran-
sition walls (continued).
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Figure A.2. Database force-deformation plots and the estimated yield drifts for the tran-
sition walls (continued).
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Figure A.2. Database force-deformation plots and the estimated yield drifts for the tran-
sition walls (continued).
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Figure A.2. Database force-deformation plots and the estimated yield drifts for the tran-
sition walls (continued).
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